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About this information

This information is designed to help you avoid potential problems and diagnose
problems on z/OS®, its subsystems, its components, and problems in applications
running under the system. Using this information, you can:

* Identify a potential problem

¢ Identify the problem type

* Determine the failing subsystem, component, job, or application

* Collect the correct data needed to diagnose the problem

* Develop a search argument and use it to search problem reporting databases

+ Know the correct problem data to collect before reporting the problem to IBM®
or the independent software vendor.

This information can help you determine why a problem occurred and where a
problem occurred; it does not describe how to fix program instructions in your
own code.

Who should use this information

This information is for anyone who diagnoses software problems that occur while
running the operating system. This person is typically a system programmer for
the installation. This information is also for application programmers who are
testing their programs.

The level of detail at which this information is written assumes that the reader:
* Understands basic system concepts and the use of system services
* Codes in Assembler language, and reads Assembler and linkage editor output

* Codes Job Control Language (JCL) statements for batch jobs and cataloged
procedures

* Understands the commonly used diagnostic tasks and aids, such as message
logs, dumps, and Interactive Problem Control System (IPCS)

How to use this information

Use the procedures in this information to properly collect problem data, avoid
potential problems, and diagnose failures.

If your installation does not want to debug the problem or does not have the
source code involved in the problem, use the diagnosis procedures to collect the
problem data needed for reporting the problem to IBM or other software vendors.
The techniques described in this information are also relevant to non-IBM
problems.

If your installation wants to debug the problem and has the source code, use the
procedures to collect problem data and debug the problem. If the problem is in
IBM code, report the problem to IBM. Where possible, IBM will debug the problem
and provide a fix.

© Copyright IBM Corp. 2006, 2015 xi



Where to find more information

Where necessary, this information references information in other documents, using

cross-document links that go directly to the topic in reference u

sing shortened

versions of the document title. For complete titles and order numbers of the

documents for all products that are part of z/OS, see &/OS Information Roadmap|

This information also references diagnosis books for specific components, see

Chapter 26, “Diagnosis information for z/OS base elements and features,” on page

]

Information updates on the web

For the latest information updates that have been provided in PTF cover letters

and Documentation APARs for z/0S, see the [z/0OS APAR book

(http:/ /publibz.boulder.ibm.com/cgi-bin /bookmgr_0S390/She

ves/ZDOCAPAR)|

This information is updated weekly and lists documentation ch
are incorporated into z/OS publications.

xil  z/0S Problem Management
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How to send your comments to IBM

We appreciate your input on this publication. Feel free to comment on the clarity,
accuracy, and completeness of the information or provide any other feedback that
you have.

Use one of the following methods to send your comments:
1. Send an email to mhvrcfs@us.ibm.com.

2. Send an email from the['Contact us" web page for z/OS (http:// |
[www.ibm.com /systems /z/0s/zos/webgs.html)|

Include the following information:
* Your name and address.
* Your email address.
* Your telephone or fax number.
* The publication title and order number:
z/0OS Problem Management
SC23-6844-02
¢ The topic and page number that is related to your comment.
* The text of your comment.

When you send comments to IBM, you grant IBM a nonexclusive right to use or
distribute the comments in any way appropriate without incurring any obligation
to you.

IBM or any other organizations use the personal information that you supply to
contact you only about the issues that you submit.

If you have a technical problem

Do not use the feedback methods that are listed for sending comments. Instead,
take one of the following actions:

* Contact your IBM service representative.
* Call IBM technical support.

* Visit the IBM Support Portal at [z/OS Support Portal (http://www-947.ibm.com/|
[systems/support/z/zos/)}

© Copyright IBM Corp. 2006, 2015 xiii
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Summary of changes for z/0S Problem Management

Summary of changes for z/0S V2R2

This document contains terminology, maintenance, and editorial changes. Technical
changes are indicated by a vertical line to the left of the change.

New and Changed:

* Runtime Diagnostics now identifies server health issues. As part of RTD's
normal diagnostic reporting, it obtains the health status of all address spaces
providing health information and include SERVERHEALTH information in
system message HZR0200I RUNTIME DIAGNOSTICS RESULT for address

spaces with health scores under 100. See [“Runtime Diagnostics symptoms” on|

e New SERVERHEALTH and NOSERVERHEALTH values are added to the
DEBUG parameter of MODIFY HZR, ANALYZE. See |[“Runtime Diagnostics|
[DEBUG options” on page 47

* Easier set up and installation of PFA including;:

— You can now define an installation-specific PFA directory path using the
PFADIR= parameter in the /etc/PFA/ini. See [“How PFA uses the ini file” on|
-ae 70.

— /etc/PFA/ini is now the only ini file now used by PFA. PFA automatically
creates /etc/PFA/ini if it doesn't exist or copies from an existing check's ini
file if one already exists. See ["How PFA uses the ini file” on page 70)

— With z/OS V2R2, there is no need to run AIRSHREP.sh when installing a new
release. PFA will create all directories required by all checks when PFA starts,
creating them in the PFA user's home directory or the directory defined on
PFADIR= parameter in /etc/PFA/ini. See[“Migration considerations for PFA”]

e ALL and INCLUDED_JOBS parameters added to MODIFY PFA ,UPDATE. ALL is
the default, giving you both included and excluded jobs. EXCLUDED_JOBS is

no longer the default . See|"MODIFY PFA, DISPLAY” on page 79

INCLUDED_JOBS information is now displayed in MODIFY PFA,DISPLAY
DETAIL output. See ['MODIFY PFA, UPDATE” on page 83.|

* Changes to the supervised learning service to support INCLUDED_JOBS files.
See ['Configure supervised learning” on page 85.

¢ PFA check output provides new guidance for existing STDDEV and
STDDEVLOW check parameters to avoid check exceptions. See
[“Predictive Failure Analysis checks,” on page 91|

¢ New FORCEMODEL parameter added to all PFA checks to specify base time for
modeling to occur (in 24-hour clock format). This allows installations to set up a
preferred, stable time to do modeling, avoiding peak periods. See
[“Predictive Failure Analysis checks,” on page 91

* You can now have PFA automatically delete check EXC timestamp directories by
age using the new EXCDIRDAYS check parameter added to all checks. See
[Chapter 9, “Predictive Failure Analysis checks,” on page 91)

* PFA_COMMON_STORAGE_USAGE now allows exceptions to be issued using
dynamic severity based on the number of minutes before the exception is
predicted to occur. See [“PFA_COMMON_STORAGE_USAGE” on page 91)

© Copyright IBM Corp. 2006, 2015 XV



* The PFA_JES_SPOOL_USAGE check now tracks address spaces that start more
than one hour after IPL. See ['PFA_JES_SPOOL_USAGE” on page 115.|

* New PFA check to track potential exhaustion of private virtual storage. See
[“PFA_PRIVATE_STORAGE_EXHAUSTION” on page 147

* New component-specific operational problem determination sections, including:

— [Chapter 17, “Global resource serialization problem determination,” on page|
o7

— [Chapter 18, “JES2 operational problem determination,” on page 275

— [Chapter 22, “System logger operational problem determination,” on page 311|

— [Chapter 25, “XES and XCF operational problem determination,” on page 329

Summary of changes for z/0S Problem Management as updated
June 2014

New information about component-specific problem determination,
[“Diagnosing component-specific problems,” on page 261) was missing from the
online version of this information. This is now corrected thanks to a thoughtful
reader!

Summary of changes for z/0S V2R1 Problem Management

* See [Part 5, “Diagnosing component-specific problems,” on page 261| for new
information about component-specific problem determination.

* The default value for trackedmin is changed to three in the following Predictive
Failure Analysis (PFA) checks:

- ["PFA_ENQUEUE_REQUEST RATE” on page 103
- ["PFA_MESSAGE_ARRIVAL_RATE” on page 130|
- ["PFA_SMF_ARRIVAL_RATE” on page 162

+ For PFA, changes to the Java' settings.

* For PFA, clarified when to use the migrate and new parameters for AIRSHREP.sh.
* Deleted: PFA_FRAMES_AND_SLOTS_USAGE

For specific enhancements made to z/OS Version 2, Release 1 (V2R1), see the
following publications:

* [z/OS Summary of Message and Interface Changes|
* |z/OS Introduction and Release Guide|
* |z/OS Planning for Installation]

* |z/0S Migration|

XVl  z/0S Problem Management



Part 1. Problem management overview

Before you begin diagnosing problems, or using PFA or Runtime Diagnostics, it is
important to understand the basics and best practices of problem management
covered in this section.
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Chapter 1. Introduction

If a problem occurs, this information can help you determine what happened, why
it happened, and how to find the fix or report the problem to IBM.

This information can also help you avoid problems and soft failures, find specific
information about tools and service aids, and locate diagnosis information in the
z/0S library. For details, see:

* |Chapter 2, “Common tools for problem determination,” on page 15

* |Part 3, “Predictive Failure Analysis,” on page 63

* [Chapter 26, “Diagnosis information for z/OS base elements and features,” on|

[page 341.|

This chapter covers these topics:

* [“Overview of problem resolution”|

+ |“Gathering diagnosis data” on page 5|

* |“Problem categories” on page 6]

* [“Searching problem reporting databases” on page 8|

+ |“Extracting problem symptoms and search arguments” on page 9

+ |“Formats for symptoms” on page 9|

+ |[“Determining the level of z/OS” on page 13|

Overview of problem resolution

Typical z/OS problems are classified by the following symptoms:
* Abend - an error or abnormal end of a program or job.

* Wait or Hang — a coded wait state is loaded or the system or a job appears hung
or does not complete.

* Loop - the system or program executes infinitely typically using large or higher
amounts of processor resource.

* Incorrout — there is incorrect or missing output from a program or job.

* Performance — processing is using too much system resource and impacting
other parts or users of the system, or processes are taking too long.

* Message — an error is reported through a message to the operator or in a log.

When an error occurs, z/OS provides various forms of diagnosis information that
contains symptoms. These symptoms can help you with diagnosis and be used in
problem source identification (PSI). PSI is the determination of what caused the
error based on answers to these questions:

* Why was an abend issued?

* What caused storage to be exhausted?

* Why is the job hung?

* What is causing the job to loop?

This document is designed to help answer these questions and others and make

efficient use of your time when diagnosing, searching, and reporting a problem to
IBM.
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PSI is useful even if the root cause of the problem is not identified. During the
process, information and symptoms are gathered to check for a known problem or
report a new problem. To ease and expedite problem identification, it is important
to provide all the background information available. This includes information
about:

* Hardware involved

* System and application software levels

* External symptoms

e Problem impact

* Diagnostic data produced

By providing sufficient information during the first call to IBM or the individual
software vendor, you might avoid having to re-create the problem.

The problem diagnostic worksheet contains key information needed to expedite
problem resolution. If you are an experienced z/OS system programmer, use the
[Chapter 28, “Problem diagnostic worksheet,” on page 347 as a reminder of the
important information to gather and report. For example:

 Extract the diagnostic data and symptoms
* Build a search argument

* Search for a known problem

* Gather available diagnostic information

* Report a new problem.

Steps for diagnosing problems on z/OS

4

To diagnose a problem, follow these steps:

1. When the problem occurs, gather all the available diagnosis information for
problem. Use the [Chapter 28, “Problem diagnostic worksheet,” on page 347 as a
template for recording data. This might also include your internal problem
report describing external symptoms, what might have triggered the problem,
and what was done to recover, including the following types of diagnostic
information:

* Dumps

* Traces

* Error messages

* SYS1.LOGREC entries
* External symptoms

* Hardware devices

* Processor models

* Any other information

These topics can help you collect the data more effectively:

“Gathering diagnosis data” on page §

“Problem categories” on page 6|

2. After the problem type is identified, see these diagnosis procedures to identify
the source and extract symptoms:

* |Chapter 10, “Diagnosing an abend,” on page 179|

+ |Chapter 11, “Diagnosing a system hang or wait state,” on page 201

« |Chapter 12, “Diagnosing a job or subsystem hang,” on page 217

z/0OS Problem Management



* [Chapter 13, “Diagnosing a loop,” on page 227

* |Chapter 14, “Diagnosing an output problem,” on page 241|

* [Chapter 15, “Diagnosing a performance problem,” on page 251|

3. While using the procedure, build a search argument from the data collected.
See [“Extracting problem symptoms and search arguments” on page 9|for more
information.

4. Perform the search. Keep in_ mind that you might refine your search with more
data from the problem. See [‘Searching problem reporting databases” on page §
for more information.

5. If the problem is not found in a database, report it as a new problem providing
the documentation and information collected in|Chapter 28, “Problem|
diagnostic worksheet,” on page 347|See [Chapter 27, “Reporting problems to|
IBM,” on page 343 for more information.

Tip: Sometimes information is found that is useful in routing the problem to the
right place. For example, if the problem is an ABENDOC4 in module XYZ and your
search shows multiple hits for ABEND0C4 and XYC and information about
product from another company, contact that company or search that company's
problem reporting databases.

Gathering diagnosis data

It is important to gather the external symptoms and know the impact to the system
or sysplex to define the scope of the problem. There can be many symptoms.

For example: Shortly after JOB A started, a dump was produced for an
ABENDO0C4, the system went into a WAIT064, and was partitioned from the
sysplex.

1. Start with diagnosis of the ABENDOC4, which appears to be the trigger, but
also understand the cause of the WAIT064 and why the job failure resulted in a
system outage. It is important to check for known problems for both
symptoms.

2. Next, gather all the diagnosis data available from the time frame the problem
or failure occurred.

To identify a system problem, look at the diagnostic data such as:

* External symptoms and the initial problem report. Look for indications, which
can include:

— Messages
— Job hang
— System hang
— High processor usage
— Incorrect output
— Dumps produced
— System slowdown
— Jobs not starting
* SVC dumps produced as indicated by these messages:
IEA7941

IEA7941 SVC DUMP HAS CAPTURED: DUMPID=dumpid REQUESTED BY JOB (*MASTER=)
DUMP TITLE=dump-title
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IEA911E
IEA911E {COMPLETE|PARTIAL} DUMP ON SYS1.DUMPnn

DUMPid=dumpid REQUESTED BY
JOB (jobname)

FOR ASIDS(id,id,...)
[REMOTE DUMPS

REQUESTED | REMOTE

DUMP FOR SYSNAME: sysname]
INCIDENT TOKEN:incident-token
[SDRSN =

VVVVVVVV WWWWWWWW XXXXXXXX
222227227]

[reason-text]

[ERRORID = SEQyyyyyy

CPUzz ASIDasid
TIMEhh.mm.ss.f]

[TSOID = tsoid]

[ID = uuuuuuuuuu]

IEA6111
IEA6111 {COMPLETE|PARTIAL} DUMP ON dsname

text

* SYS1.LOGREC data set, which is a repository for information about hardware
and system-level software errors.

* Logs from the time frame the problem occurred. This can include SYSLOG,
OPERLOG;, job log(s), and others.

* Traces associated with the problem.

Tip: After a problem has been isolated to a particular component, query using the
TRACE command to see if detailed component traces or GTF was active at the
time. For example, if the error is announced by ISGxxxx messages, then check for
SYSGRS CTRACE. The message prefix (three or more characters) determines the
component owner. See the topic about identifying modules, components, and
products in [z/OS MVS Diagnosis: Tools and Service Aids

Problem categories

The problem indicator table contains examples of indicators. Some problems might
need to be investigated using more than one diagnostic procedure to find the
cause. If there are several indicators, look for the earliest problem that caused the
other problems.

For example, you find several abends and a wait state, look for the earliest abend
code and begin diagnosis there.
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Table 1. Problem indicators by type. Where to find problem indicators by type

Problem type

Indicator

System action

System programmer action

Abend

See |Chapter 10, “Diagnosing|
[an abend,” on page 179.

SVC dump taken and a
record of the error (in
Logrec)

Produces dump

Review dump to determine if
further diagnosis is required

Message received indicating
a system or user abend

Produces record of error

Review response of system
message to determine the
impact of the abend on the
installation.

An ABEND dump is
produced

Continue processing

Review the dump to
determine if further diagnosis
is required.

* SVC dump produced

* Error recorded to
SYS1.LOGREC

* Error message issued

¢ SYSUDUMP, SYSABEND
or CEEDUMP produced

System actions are the
same as the indicators
listed previously.
Note: The system
might also initiate
recovery actions. See
SYSLOG and
component trace to
determine what these
recovery action were.
Some recovery actions
can cause data to be
lost, requiring the
installation to resubmit
jobs or transactions.

1. Use IPCS to do problem
diagnosis on the dump.

2. Look up abend and reason
code recorded for more
information about error.

3. Look up the message to
gather more information
about cause of the error
and the system
programmer action to
correct.

4. Review the dump to do
problem diagnosis.

Job hang/wait or loop

Chapter 12, “Diagnosing a job]
or subsystem hang,” on page|
21

Job does not end, no
further output is produced,
and the job can or cannot
be CANCEL'ed or FORCE'd

No response

Use the DUMP command to
obtain an SVC dump of the
hung job. If the DUMP is not
successful, consider taking a
stand-alone dump.

System hang or wait

Chapter 11, “Diagnosing a|
system hang or wait state,”|

on page 201|

Disabled wait indicated on
the HMC and wait state
message issued

The system issues a
wait state message and
loads a disable wait
state PSW. The system
might load the
following into the PSW:
X'070E0000 00000000

Take a stand-alone dump.

Many jobs are hung in the
system

Resource contention

Enter the DISPLAY GRS,C
command to check for ENQ
resource and latch contention
and take a dump of the
holder of the resource
including SDATA=GRSQ.
Note: Use the DISPLAY
GRS, ANALYZE command to
aid in the discovery of
blockers in the system.

No response to system or
subsystem commands
entered

No response

Partition the system from the
sysplex and take a stand-alone
dump.
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Table 1. Problem indicators by type (continued). Where to find problem indicators by type

Problem type

Indicator

System action

System programmer action

Loop

Chapter 13, “Diagnosing a|
loop,” on page 227

High processor resource
being consumed locking
out other work; Excessive

spin detected with IEE178I

or ABENDO071 issued, or
both.

ABENDO71 issued in an
attempt to stop the
looping program

Use an online monitor, such
as Resource Measurement
Facility” RMF" or IBM
OMEGAMON® z/0S
Management Console, to
determine whether the
problem originates from a
high priority job in normal
processing or from a problem.

A job is using a high
percentage of central
processor storage

Processing degrades

Use an online monitor, such
as RMF, to determine whether
the problem originates from a
high priority job in normal
processing or from a problem.

Enabled wait or performance
degradation

Chapter 15, “Diagnosing
performance problem,” on|

page 251|

System processing slows.

Processing degrades

Use an online monitor, such
as RMF, to determine where
the problem originates.

There is a series of WAIT
messages followed by a
burst of activity

Processing continues

Use an online monitor, such
as RMF, to determine where
the bottleneck is occurring.

Output problem

Chapter 14, “Diagnosing an|
output problem,” on page 241|

Job output is missing or is
incorrect.

Processing continues

Use GTF or SLIP to trace
input and output.

Searching problem reporting databases

While you are diagnosing a system problem, you will collect data about that
problem:

* What was the abend code?
* What did the registers and PSW contain at the time of error?
* What is the failing module or CSECT?
* What components or products were involved with the error?

The answers to these questions are the material for a search argument. A search
argument is a list of symptoms for a problem. A search argument is also called a
symptom string.

This section contains these topics:

+ |“Extracting problem symptoms and search arguments” on page 9 describes how

to develop a search argument while you are performing diagnosis.

* [“Formats for symptoms” on page 9| distinguishes between the types of symptom

formats.

* [“Searching for a known problem” on page 10 lists the symptoms used in search

arguments.

* [“Steps for searching problem reporting databases” on page 12|explains the steps

to begin your search.
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Extracting problem symptoms and search arguments

Obtain search arguments from an SVC dump, SYSMDUMP dump, or stand-alone
dump by using IPCS subcommands.

For most problems, use three to five symptoms in the search argument. If the first
search produces no matches, remove some symptoms and search again. If the first
search produces too many matches, add one or more symptoms and search again.
Also, try different symptoms. Searching is an iterative process.

The following are suggestions for selecting symptoms:

* Start with the symptom keyword, for example ABENDOC4, WAIT or LOOP and
the module or CSECT name and component ID. Add or remove symptoms from
the search argument depending on the number of matches produced.

* Symptoms about data areas are useful for identifying a problem. Use the names
of a data area and the incorrect field in the data area as symptoms.

¢ If searching does not produce a match, remove some symptoms or use different
symptoms and try again.

Table 2. Obtaining search arguments from SVC dump, stand-alone dump or SYSMDUMP
using IPCS commands

IPCS subcommand Dump output heading

STATUS FAILDATA Search Argument Abstract

VERBEXIT DAEDATA DUMP ANALYSIS AND ELIMINATION (DAE)
VERBEXIT LOGDATA SEARCH ARGUMENT ABSTRACT

VERBEXIT SYMPTOM Primary Symptom String

Build a free-format search from the IPCS reports by extracting:
¢ CSECT name

* Abend code

* Reason code

* Component id

Ensure use of the standardized symptom keyword. For example, system abend
code presented as SO05C in the IPCS ST FAILDATA report is converted to
ABENDO5C and reason code PRCS/00000214 is converted to RSN00000214.

contains a list of the standardized symptoms.

Formats for symptoms
Symptom strings or search arguments are presented in several different formats.
They include:
* Free-Format symptom: is commonly used to search on the Internet and in
IBMLINK for a known problem. The symptoms in the freely formatted string are
standardized (see [Table 3 on page 10).

For example:
— ABENDOC4 5752SCXCF IXCS2STB
— A module CSECT name: IEAABCD
* RETAIN symptom string: Use RETAIN symptoms:
— With a tool such as Info/Management to search the RETAIN database
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— When reporting a problem to IBM

— In descriptions of problems in APARs and program temporary fixes (PTF)

RETAIN symptoms are also called structured symptoms and failure keywords. An
example of a module CSECT name as a RETAIN symptom is: RIDS/IEAABCD

The table of RETAIN and MVS™ symptoms is in the topic on specifying
symptoms in [z/0S MVS Diagnosis: Reference

* MVS symptom, is used by dump analysis and elimination (DAE) when
determining if a dump is a duplicate of a previous dump; MVS symptoms are
not used for searching problem databases. These symptoms are contained in the
DAE data set. An example of a module CSECT name as an MVS symptom is:
CSECT/IEAABCD. For a complete example, see the topic on dump analysis and
elimination (DAE) in [z/OS MVS Diagnosis: Tools and Service Aids|

Searching for a known problem

Use the following search argument of standardized symptoms when performing a
search for a known problem in the Technical Support database, IBMLink or when
reporting a problem to IBM:

* Always concatenate a number to a word when it modifies that word (for
example, SVC13, ABEND0C4)

* Use the word “missing” whenever messages do not appear as expected

* Never abbreviate system commands

* Include = in a search argument with no blanks on either side (for example,
DISP=MOD is correct)

* Do not use hyphens in search arguments (for example, SC231234 is the correct
way to enter a publication number).

The standardized symptom table describes common symptom keywords to use
while doing a search for a known problem or reporting a problem to IBM:

Table 3. Standardized symptom keyword list

Free-format symptom | Problem data

ABENDxxx Any system abend except JES3; where xxx is the hexadecimal value
of the abend code, always 3 digits including leading zeros

ABENDDMxxx JES3 abend; where xxx is the hexadecimal value of the abend code,
always 3 digits including leading zeros

ABENDUxxxx User abend; where xxxx is the user abend code

AMODE31 Program running in AMODE 31 (31-bit mode)

AMODE64 Program running in AMODE 64 (64-bit mode)

ARnn Access register; where nn is the decimal register number without
leading zeros

CRnn Control register; where nn is the decimal register number without
leading zeros

D/Txxxx Device type; where xxxx is the device number

DATASET Data set

DEQ Dequeue

DESCCODEnn WTO descriptor code; where nn is the decimal value of the code,
1-13, without leading zeros

ENQ Enqueue

ERRNO2n..n Where n...n is the 4 byte hexadecimal value of the errno2
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Table 3. Standardized symptom keyword list (continued)

Free-format symptom

Problem data

ERRNOJRn...n Where n...n is the 4 byte hexadecimal value of the errnojr

ERRNOnnn Where nnn is the errno in decimal

HANG Always include this form of the word

I/0 Input Output

KEYn PSW Key or Storage Key (in hex)

KEYnn PSW Key or Storage Key (in dec)

LATCH#nn Where nnn is decimal latch number without leading zeros (for
example: LATCH#2)

LOOP Always include this form of the word

LPAR Logical Partition (PR/SM™)

LU62 Logical Unit 6.2 protocol

MIH Missing interrupt handler

MSGxxxx Any message except JES2 messages; where xxxx is the complete
message id of any length

MSGHASPxxx JES2 messages; note that the '$' prefix has been removed and xxx is
the message id of any length

OVERLAY Storage overlay; always include this form of the word

PAGEFIX Page-Fix

PICxx Program Interrupt Code associated with ABENDOCx; where xx is
the interrupt code, always 2 digits with leading zeros

Rxxx Release level; where xxx is the product release level

RCnn Return code; where nn is decimal or hexadecimal and at least two
digits

REGnn General purpose register; where nn is the decimal register number
without leading zeros

ROUTCODEnnn WTO route code; where nnn is the decimal value of the code,
1-128, without leading zeros

RSNxxx Reason code; where xxx is the hexadecimal reason code of any
length

SADMP Stand-alone dump

SIGxxxx Where xxx is the name of the signal (for example: SIGTERM)

SIO Start Input Output

SMFTYPEnnn SMF type records; where nnn is the decimal value of the record,
0-255, without leading zeros

SUBTYPEnnn SMF subtype records; where nnn is the decimal value of subtype,
0-255, without leading zeros. Also make sure the SMFTYPEnnn is
included

SPnnn Subpool number; where nnn is the decimal value of subpool, 0-255,
with no leading zeros

SVCnnn Supervisor Call; where nnn is the decimal value of the SVC, 0-255,
with no leading zeros

VOLSER Volume serial

WAIT Always use this form of the word
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Table 3. Standardized symptom keyword list (continued)

Free-format symptom | Problem data

WAITxxx System wait state; where xxx is the hex value of the wait code,
always 3 digits including leading zeros

Z/ARCHITECTURE | 64-bit mode

Related information:
* See £/OS MVS IPCS Commandg for the subcommands.
* See /OS MVS Diagnosis: Reference|for logrec record formats.

* For formatting of logrec records, see the topic on recording logrec error records
in|z/OS MVS Diagnosis: Tools and Service Aids|

Steps for searching problem reporting databases
About this task

Often the problem has already been reported and fixed. Using the symptom string
or search argument extracted, you can do a search of the technical database
associated with the product identified.

1. Go to one of these Web sites:

* IBM technical support for z/OS at: www.ibm.com/systems/z/0s/zos/|
+ IBMLink at|ibm.com/ibmlink/link2|

2. Select the documents you want to search for problem related information. For
example, select APARs, FAQs, Technotes, or Flashes.

3. If the Internet is not available at your installation, call the IBM support center
and ask them to do the search for you.

Search arguments are used to search problem reporting databases. If the problem
being diagnosed was already reported and the symptoms entered into the
database, the search will produce a match.

[BMLink & zSeries Software Support| contains an overview of IBMLink services.

Example

If your installation has access to IBMLink, an interactive online database program,
you can:

* Search for an existing authorized program analysis report (APAR) that is similar
to your problem.

 Search for an available program temporary fix (PTF) for the existing APAR.
* Order the PTF if it is available.

* Create an Electronic Technical Response (ETR) problem report to get assistance
from a service representative.

The following IBMLink example uses a free-format symptom value of ABENDOC4
IEFJRASP in the search entry.
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United States (change

Home | Products = Services & solutions | Support & downloads | My account

APAR search
Ganeral saarch
APAR seare h Use this page to search defect libraries. Please enter search criteria in one
or mare of the fields below and click the submit button when you are
PTF search finished.

Usage search
: IBMLink naws
Cross reference search Search argument ABENDOCH 1EFIRASE ™ save :

Work with document '7 .
Updated on or after

Manage search

arguments (mm/dd/yy) I™ Use previously entered date 12/31/027 Customer support
k r af For 1BMLink customer
rmadiyy "
gl 18M f a or
Use synanyms? ® ves " No contact the help desk at
Related hink: - (el 1-800-543-3912
3 i Sort search result? Yes U No
Liben Terms and Conditions
ibrary

™ wM,VSE, and related products ¥ Program products L
W microcode for selected products ¥ MyS and associated products

[ AIX and other products

™ 0S/400 and midrange systems

I™ CAD/CAM products

© b

Figure 1. IBMLink example

Determining the level of z/OS

When you report problems to the IBM Support Center, you must provide the name
and level of the operating system or systems. If you have communication with
your console, you can use the DISPLAY command or you can query the dump
using IPCS.

Use the console command DISPLAY IPLINFO or the IPCS command IPLINFO in a
dump to obtain the following information:

¢ The date and time of the IPL

* The release level of the system

* The license value for the system

¢ The contents of parmlib members IEASYSxx and IEASYMxx
¢ LOADxx information used for the IPL

* The architecture level of the IPL

¢ The IODF (input/output definition file) device

* The IPL device and volume serial

* The status of MTL (manual tape library) tape devices.

For example:

D IPLINFO
IEE2541 11.14.07 IPLINFO DISPLAY 350
SYSTEM IPLED AT 01.15.39 ON 11/01/2007
RELEASE z/0S 01.09.00 LICENSE = z/0S
USED LOADO8 IN SYSO.IPLPARM ON ACB2
ARCHLVL = 2 MTLSHARE = N
IEASYM LIST = (X6,U6,0L,R8)
IEASYS LIST = (ST,LN) (OP)
IODF DEVICE ACB2
IPL DEVICE 3C2A VOLUME D83EL

If you cannot communicate through the console, use IPCS to perform the following
steps to determine which system or systems you are using:
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1. Use the IPCS subcommand [CBFORMAT]| with the communications vector table

(CVT) control block to determine the product level.

In the CBFORMAT CVT example output, the PRODN field indicates an MVS
operating system level of SP7.0.7 and the PRODI field indicates the FMID as
HBB7720.

CVT: OOFD48AO
-0028 PRODN.... SP7.0.7  PRODI.... HBB7720  VERID....

-0006 MDL...... 2084 RELNO.... 038
+0000 TCBP..... 00000218 OEF00.... OOFEA3EC LINK..... 00FD481C
+000C AUSCB.... OOFD57E8 BUF...... 00000000 XAPG..... OOFE0380

Determine if the system is running as a uniprocessor or multiprocessor. In the
IPCS STATUS WORKSHEET output PROCESSOR RELATED DATA, find the MVS
Diagnostic Worksheet:

MVS Diagnostic Worksheet

Dump Title: WO59 SLIP TRAP

CPU Model 2084 Version 00 Serial no. 220CBE Address 00
Date: 09/15/2006 Time: 09:33:32.124515 Local

CSD Available CPU mask: FFCO Alive CPU mask: FFCO0000 00000000
Number of active CPUs: 0000000nn

In 0000000nn, the variable nn indicates the number of processors running.
In this output example, there are ten active processors.

CSD Available CPU mask: FFCO Alive CPU mask: FFCO0000 00000000
No. of active CPUs: 0000000A

* See [SMP/E for z/OS User’s Guide| for using SMP/E.
* See |/OS MVS IPCS Commands for more information about the CBFORMA’

subcommand.

* See z/OS MVS Data Areas in the |z/OS Internet library (http://www.ibm.com /|

[systems/z/0s/zos/bkserv/)| for the format of the SCCB.
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Chapter 2. Common tools for problem determination

z/0S contains many tools and service aids to assist you when a problem does
occur. The more you know about these tools and service aids, the easier it is for
you to diagnose problems and send data to IBM. This chapter provides an
overview of the some commonly used tools and where to find more information
about each of them.

This chapter covers:

. |”Messages”|

— ["BPXMTEXT for z/0S UNIX reason codes” on page 16|
* ["'IPCS” on page 16|
* [“Logs” on page 17]

* |“Traces” on page 19

* [“Dumps” on page 20|

+ [“IBM Omegamon for z/OS Management Console” on page 22|

+ |“Sending problem documentation to IBM” on page 22|

+ |“IBM documentation” on page 23|

Messages

z/0S issues messages from z/OS elements, features, program products, and
application programs running on the system. The system issues messages in
different ways and to different locations:

* Automated messaging services automatically react to certain messages.

* Most messages are issued through WTO and WTOR macros to one of these
locations:

— Console

— Hard-copy log

— Job log

— SYSOUT data set

Routing codes determine where the messages are displayed or printed. The
routing codes for messages issued by the operating system are included with
each message.

* Unless specified otherwise, messages, in general, go to the system log (SYSLOG).

* Dump messages are issued through the dumping services routines and are
found in:

— SVC dumps, stand-alone dumps, or SYSMDUMP ABEND dumps formatted
by the interactive problem control system (IPCS)

— Trace data sets formatted by the interactive problem control system (IPCS)
— ABEND dumps or SNAP dumps produced by the dumping services

In dump or trace data sets formatted by IPCS, the messages are shown on a
terminal or in a printed dump.

¢ Some messages are issued through DFSMS/MVS access methods directly to one
of these locations:

— Output data set
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— Display terminal

For z/OS V1R13 and earlier releases, find a message quickly using a web search
engine or LookAt: www.ibm.com/servers/eserver/zseries/zos/bkserv/lookat /|

BPXMTEXT for z/0OS UNIX reason codes

BPXMTEXT is shipped in SYS1.SBPXEXEC and must be in SYSEXEC or SYSPROC
to use. It can run from TSO, IPCS, or the z/0OS UNIX Shell. You can use
BPXMTEXT to interpret errnojr values from zFS (reason code qualifier=EFxx),
TCP/IP (reason code qualifier=7xxx), and the C/C++ run-time library (reason code
qualifier=Cxxx).

To determine the meaning of reason codes for z/OS UNIX and zSeries File System
(zFS), use BPXMTEXT.

From TSO, enter TSO BPXMTEXT xxxxxxxx, where xxxxxxxx is the reason code.

Here's an example:
EQQPH35I: EQQPH35I BPX1ATX FAILED WITH RC=0157, RSN=0B1BO3AC

To find the meaning of RSN=0B1BO3AC from TSO, enter:
BPXMTEXT OB1BO3AC

You get this result:

BPXPREXC date JRAuthCaller: The caller of this service is authorized.
Authorized callers are not permitted to lToad or call unauthorized programs.
Action: System key, supervisor state, or APF authorized callers cannot load
or call unauthorized programs.

IPCS

Interactive Program Control System (IPCS) is a powerful diagnostic tool in the
MVS system that aids the diagnosis of software failures. IPCS provides formatting
and analysis support for dumps and traces produced by MVS, other program
products, and applications that run on MVS.

Dumps (SVC dump, stand-alone dump, SYSMDUMP) and traces (system trace,
GTF trace, and CTRACE) need to be formatted before analysis can begin. IPCS
provides the tools to format dumps and traces in both an online and batch
environment. IPCS provides you with commands that will let you interrogate
specific components of the operating system and allow you to review storage
locations associated with an individual task or control block. IPCS allows you to
quickly review and isolate key information that will assist with your problem
determination process.

Using dump and trace data sets and, in some cases, active storage as a source IPCS
analyzes information and produces reports that can be viewed at a Time Sharing
Option Extensions (TSO/E) terminal or can be printed.

Related information: For complete information about IPCS, see these procedures
and documents:

* |“Invoking IPCS as a background job” on page 345|
* |z/0S MVS IPCS User’s Guidd
* [2/0S MVS IPCS Commands|
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s [z/0S MVS IPCS Customization|

* |Using IPCS to format component dump datalin [z/OS MVS Diagnosis: Reference

Logs

Do not overlook log data — it should be the first place to look when reviewing a
problem. z/OS communicates problems through messages that it writes to logs. Six
logs contain the primary sources of problem data:

SYSLOG

Job log

The SYSLOG is a SYSOUT data set provided by the job entry subsystem
(either JES2 or JES3). SYSOUT data sets are output spool data sets on direct
access storage devices (DASD). An installation should print the SYSLOG
periodically to check for problems. The SYSLOG consists of:

* All messages issued through WTL macros
+ All messages entered by LOG operator commands
* Typically, the hard-copy log

* Any messages routed to the SYSLOG from any system component or
program

View SYSLOG through the Spool Display and Search Facility (SDSF) using
the LOG option. A small amount of the SYSLOG is also stored in memory
and is included when an address space is dumped. This is referred to as
master trace (MTRACE) data and can be accessed from IPCS using the
VERBX MTRACE command.

This example shows the MVS SYSLOG without time stamps.

STC18213 00000090 $HASP100 BPXAS ON STCINRDR
STC18213 00000090 $HASP373 BPXAS STARTED
STC18213 80000010 IEF403I BPXAS - STARTED - TIME=13.36.36 - ASID=001F - SC53
STC16316 00000291 IST663I IPS SRQ REQUEST FROM ISTAPNCP FAILED, SENSE=08570002
111 00000291 IST6641 REAL OLU=USIBMSC.S52T0S48 REAL DLU=USIBMSC.S48T0O
111 00000291 IST889I SID = EDO385CAAEEAAF28
111 00000291 IST2641 REQUIRED RESOURCE S48T0S52 NOT ACTIVE
111 00000291 IST3141 END
STC16352 00000291 IST663I IPS SRQ REQUEST FROM ISTAPNCP FAILED, SENSE=087D0001
883 00000291 IST664I REAL OLU=USIBMSC.S52T0S48 ALIAS DLU=USIBMSC.S48TO
883 00000291 IST889I SID = EDO3B5CAAEEAAF28
883 00000291 IST314I END
STC28215 00000291 IST663I IPS SRQ REQUEST TO ISTAPNCP FAILED, SENSE=08570002 86
864 00000291 IST664I REAL OLU=USIBMSC.S52T0S48 ALIAS DLU=USIBMSC.S48TO
864 00000291 IST889I SID = EDO385CAAEEAAF28
864 00000291 IST2641 REQUIRED RESOURCE S48T0S52 NOT ACTIVE
864 00000291 IST891I USIBMSC.SC48M GENERATED FAILURE NOTIFICATION
864 00000291 IST314I END

Messages sent to the job log are intended for the programmer who
submitted a job. Specify the system output class for the job log in the
MSGCLASS parameter of the JCL JOB statement.

OPERLOG

Operations log (OPERLOG) is an MVS system logger application that
records and merges messages about programs and system functions (the
hardcopy message set) from each system in a sysplex that activates
OPERLOG.

In SDSF the OPERLOG panel displays the merged, sysplex-wide system
message log. You can use the parameters of the LOG command to select
the OPERLOG panel or the single-system SYSLOG panel. The OPERLOG
panel displays the data from a log stream, a collection of log data used by
the MVS System Logger to provide the merged, sysplex-wide log.
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An individual product has its own log file. These log files might contain
data that is valuable when diagnosing a problem. It is particularly
important to look for events that precede an actual abend or failure
because the problem, in many cases, will have been caused by a previous
action.

This example shows the SYSOUT data sets that might be associated with a
CICS® address space:

NP DDNAME StepName ProcStep DSID Owner

JESJCLIN 1 CICSTS
JESMSGLG ~ JES2 2 CICSTS
JESJCL JES2 3 CICSTS
JESYSMSG  JES2 4 CICSTS
$INTTEXT  JES2 5 CICSTS
CAFF SCSCPAAL 101 CICSTS
CINT SCSCPAAL 103 CICSTS
DFHCXRF SCSCPAA1 104 CICSTS
cout SCSCPAAL 105 CICSTS
CEEMSG SCSCPAA1 106 CICSTS
CEEOUT SCSCPAA1 107 CICSTS
PLIMSG SCSCPAAL 108 CICSTS
CRPO SCSCPAA1 109 CICSTS
MSGUSR SCSCPAAL 110 CICSTS

The key SYSOUT data sets to review for problem determination data are
the JESMSGLG and MSGUSR data sets. The CEEMSG and CEEOUT data
sets will contain Language Environment® (LE) problem data typically
associated with application problems.

The CICS JESMSGLG SYSOUT data set includes information related to
CICS startup and errors related to system problems, not specifically
transaction related.

Logrec Error Recording

z/0OS Problem Management

Log recording (logrec) log stream is an MVS System Logger application
that records hardware errors, selected software errors, and symptom
records across the sysplex.

Use the records in the logrec data set or the logrec log stream as additional
information when a dump is produced. The information in the records can
point you in the right direction while supplying you with symptom data
about the failure. Use the Environmental Record, Editing, and Printing
program (EREP) to:

* Print reports about the system records
* Determine the history of the system
* Learn about a particular error

Logrec data is written to the SYS1.LOGREC data set and is also written to
internal storage that is included in a dump. The SYS1.LOGREC data set
can be interrogated using the ICFEREP1 program, or if the abend has
triggered a dump, the EREP data can be reviewed using the IPCS VERBX
LOGDATA command. Generally, the error log entries at the end of the
display, if they have an influence on the problem being reviewed, have
time stamps that relate to or immediately precede the actual abend;
although there is no guarantee the error records will be written in the
order they occurred. The error log entries are also written to an internal
storage buffer that is included in the dump.

Using a logrec log stream rather than a logrec data set (SYS1.LOGREC, by
default) for each system can streamline logrec error recording.
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Console log

Console data that the installation chooses to log.

Hardcopy log

The hardcopy log is a record of the system message traffic that the
installation chooses to log, such as messages to and from all consoles,
commands and replies entered by the operator. In a dump, these messages
are in the master trace. With JES3, the hardcopy log is always written to
the SYSLOG. With JES2, the hardcopy log is typically written to the
SYSLOG, but can also be written to a console printer, if your installation
chooses.

Related information:

2/OS MVS Planning: Operations contains information about OPERLOG and

SYSLOG.

Recording logrec error records|in|z/OS MVS Diagnosis: Tools and Service Aids

contains complete information about EREP.

« |Error recording on the logrec data set|in [z/OS MVS Diagnosis: Reference lists the

incidents and the types of records that can be recorded on the logrec data set for
each incident.

Traces

System trace

System trace provides an ongoing record of hardware events and software
events occurring during system initialization and operation. The system
activates system tracing at initialization, which runs continuously, unless
your installation has changed the IBM-supplied system tracing. After
system initialization, you can use the TRACE command on a console with
master authority to customize system tracing. System trace is formatted in
a dump using the IPCS SYSTRACE command.

For complete information, see [System trace|in |z/OS MVS Diagnosis: Tools|
and Service Aids

Master trace

Master trace maintains a table of all recently issued system messages. This
creates a log of external system activity; the other traces log internal
system activity. Master trace is activated automatically at system
initialization, but you can turn it on or off using the TRACE command.
Master Trace is formatted in a dump using the VERBX MTRACE
command.

For complete information, see [Master trace| in z/OS MVS Diagnosis: Tools|
and Service Aids

Component trace

The component trace service provides a way for z/OS components to
collect problem data about events that occur in the component. Each
component that uses the component trace service has set up its trace in a
way that provides the unique data needed for the component. Component
trace is queried and formatted using the IPCS CTRACE command Trace
data is commonly used by the IBM Support Center to:

 Diagnose problems in the component

¢ Check how the component is running
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The IBM support center might direct you to use specific component trace
options when you need to re-create a problem to gather more diagnostic
data.

For complete information, see [Component trace|in f/OS MVS Diagnosis]
[Tools and Service Aids|

Transaction trace

Transaction trace enables you to debug problems by tracing the path of a
work unit running in a single system or across systems in a sysplex
environment. Transaction trace provides a consolidated trace of key events
for the execution path of application or transaction type work units
running in a multi-system application environment.

The essential task of transaction trace is to aggregate data showing the
flow of work between components in the sysplex that combine to service a
transaction. Transaction trace traces events such as component entry, exit,
exceptions and major events such as COMMIT, and ROLLBACK.

Restriction: Do not use transaction trace as a component tracing facility.

For complete information, see [Transaction trace|in [z/OS MVS Diagnosis:|
[Tools and Service Aids|

Generalized trace facility (GTF)

GTF traces system and hardware events similar to those in system trace,
but also offers the option of an external writer and to write user defined
trace events. GTF trace records can be formatted in a dump or trace data
set using the IPCS GTFTRACE command.

For complete information, see [The Generalized Trace Facility (GTF)|in [z/O9
IMVS Diagnosis: Tools and Service Aids|

GFS trace (GFS)

GFS trace is a tool that collects information about the use of the
GETMAIN, FREEMAIN, or STORAGE macro. You can use GFS trace to
analyze the allocation of virtual storage and identify users of large
amounts of virtual storage. You must use the generalized trace facility
(GTF) to get the GFS trace data output.

For complete information, see (GETMAIN, FREEMAIN, STORAGE (GFS)|
ftrace|in [z/0S MVS Diagnosis: Tools and Service Aids,.

Related information:

* |z/0S DFSMSdfp Diagnosis|

* [z/OS Infoprint Server Messages and Diagnosis|

¢ For a comprehensive overview of tools and service aids, see the topic on

Selecting tools and service aid in [z/OS MVS Diagnosis: Tools and Service Aids}

* [2/0S V2R2.0 Communications Server: IP Configuration Reference|

Dumps
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SVC dump

z/0OS Problem Management

An SVC dump provides a representation of the virtual storage for the
system when an error occurs. Typically, a system component requests the
dump from a recovery routine when an unexpected error occurs. However,
an authorized program or the operator can also request an SVC dump
when diagnostic dump data is needed to solve a problem. Complete details
are found in[SVC dump|in /OS MVS Diagnosis: Tools and Service Aids|




Dumps

Transaction dump
A transaction dump provides a representation of the virtual storage for an
address space when an error occurs. Typically, an application requests the
dump from a recovery routine when an unexpected error occurs. Complete
details are found in [Transaction dump]|in /OS MVS Diagnosis: Tools and)

ervice Aids

Abend dump
An ABEND dump shows the virtual storage predominately for an
unauthorized program. To produce a dump when one is requested for an
error, a JCL DD statement of SYSUDUMP, SYSABEND or SYSMDUMP
must be included in the input job stream. See [z/OS MVS JCL Referencdfor
more information. An operator can also request an ABEND dump while
ending a program, an address space, or canceling a job. There are three
types of abend dumps:

¢ SYSMDUMP - Is an unformatted dump that requires IPCS to view and
format. Unformatted dumping is sometimes more efficient because only
the storage requested is written to the data set, which means the
application can capture diagnostic data and be brought back online
faster.

* SYSABEND - The largest of the ABEND dumps, is a pre-formatted
dump containing a summary dump for the failing program plus many
other areas useful for analyzing processing in the failing program.

¢ SYSUDUMP - The smallest of the ABEND dumps, containing data and
areas only about the failing program.

Complete details are found in|Abend dumplin|z/OS MVS Diagnosis: Tools|
and Service Aids|

SNAP dump
A SNAP dump shows virtual storage areas that a program, while running,
requests the system to dump. A SNAP dump, therefore, is written while a
program runs, rather than during abnormal end. The program can ask for
a dump of as little as a one byte field to as much as all of the storage
assigned to the current job step. The program can also ask for some system
data in the dump. A SNAP dump is especially useful when testing a
program. Complete details are found in [SNAP dump]in [z/OS MV
[Diagnosis: Tools and Service Aids|

Stand-Alone dump
The other tools discussed in this chapter are used to collect data for
individual work units on a system or a subset of components on a system.
A stand-alone dump is used to collect diagnostic information about the
entire system. Stand-alone dumps are not produced by z/OS but by an
either the IPCS SADMP dump data set utility or the AMDSADDD REXX
utility. After a stand-alone dump is taken, because the system cannot
resume usual processing, the IPL is of the stand-alone dump instead of

z/OS.
The stand-alone dump program produces a stand-alone dump of storage
that is occupied by either:

* A system that is stopped. For example, your installation has a wait state
with no processing, so you must capture a stand-alone dump to
diagnosis it.
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* A stand-alone dump program that failed. Either the stand-alone dump
program dumped itself — a self-dump —, or the operator loaded
another stand-alone dump program to dump the failed stand-alone
dump program.

The stand-alone dump program and the stand-alone dump together form
what is known as the stand-alone dump service aid. The term stand-alone
means that the dump is performed separately from usual system
operations and does not require the system to be in a condition for normal
operation. It is essential to perform a store status before taking a
stand-alone dump because the program gets loaded over storage that
might be needed in the dump.

For more information:

* See the topics on [Chapter 3, “Best practices for large stand-alone dump,”|

|or1 page 25.|

* See the complete details in [Stand-Alone dump in z/OS MVS Diagnosis]
[Tools and Service Aids|and in|z/OS MVS IPCS User’s Guide]

IBM Omegamon for z/0S Management Console

The OMEGAMON z/0S Management Console is a monitoring product that
includes an interface for z/OS management and is designed to help eliminate, and
simplify many z/OS management tasks. The OMEGAMON z/OS Management
Console helps deliver real-time, check information provided by the IBM Health
Checker for z/OS, and configuration status information for z/OS systems and
sysplex resources.

For more information, see IBM OMEGAMON for z/OS Management Console at
fwww.ibm.com /systems/z/0s/zos/zmc /|

Sending problem documentation to IBM

There are two tools available to send problem documentation to IBM. z/OS
Problem Documentation Upload Utility (PDUU) and AMATERSE each have unique
characteristics suitable for the type of documentation you must send to IBM:

Problem Documentation Upload Utility
The z/0OS Problem Documentation Upload Utility (PDUU) is the primary
utility for sending large volumes of documentation, such as stand-alone
dumps, to the IBM FTP site. The encryption capability ensures that the
transfer occurs in a secure manner. For complete details, see the topic
about |Problem Documentation Upload Utility|in |z/OS MVS Diagnosis: Toold

Iﬁ_md Service Aidsl

AMATERSE
AMATERSE is useful for compressing (packing) and unpacking relatively
small amounts of service data, but is incompatible with PDUU (output and
input), and offers no data transfer or encryption capability. Use
AMATERSE to compress and extract problem documentation you send to
IBM. There are differences between AMATERSE and the former TRSMAIN
utility. AMATERSE is the preferred over TRSMAIN because it is a

supported program. For complete details, see the topic about AMATERSE
in /OS MVS Diagnosis: Tools and Service Aids)
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IBM documentation

There are many types of documentation to aid problem determination. Here are
some of the categories:

* |Chapter 26, “Diagnosis information for z/OS base elements and features,” onl
page 341|which contains diagnosis material by element or feature name.

* z/0S Internet Library, which contains complete, updated information about all
2/0S elements and features: [www.ibm.com/servers /eserver /zseries/zos/|
-bkserv/

Many people find it helpful to search on an individual element or feature using
the z/OS elements and features search engine: |www.ibm.com/ servers/eserver/ |
[zseries/zos/bkserv / zshelves9.html|

* z/OS Hot Topics Newsletter, written by leading z/OS experts, contains
hands-on, technical information about z/OS that is not contained in the
traditional product libraries: [www.ibm.com /servers /eserver /zseries/zos/|
[bkserv /hot_topics.html|

* The Techdocs Library, which includes:

Flashes that alert you to significant new technical developments and provide
couidance on the installation, use and, management of z/OS:
[www.ibm.com /support/techdocs/atsmastr.nsf/ Web /Flashes|

FAQs to assist you with the installation, use, and management of z/OS:
[www.ibm.com /support/techdocs/atsmastr.nsf/ Web /FAQs|

White papers, presentations, and more at www.ibm.com /support/techdocs/|
[atsmastr.nsf/Web / Techdocs|

— Technotes that includes best practices, performance evaluations, recent
enhancements and helpful hints and tips: [www.ibm.com/support/techdocs/|
[atsmastr.nsf/ Web / Technotes|

+ IBM Redbooks® provide positioning and value guidance, installation and
implementation experiences, typical solution scenarios, and step-by-step

“how-to” guidelines: [www.redbooks.ibm.com /}
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Chapter 3. Best practices for large stand-alone dump

This information describes a set of best practices for optimizing stand-alone dump
(SADMP) data capture, optimizing problem analysis time, and ensuring that the
stand-alone dump is successful at capturing the necessary information for use by
IBM Support. In particular, the following areas:

» [“Using AutoIPL for stand-alone dumps”]|

+ [“Planning a multivolume stand-alone dump data set” on page 26|
* [‘Creating the multivolume SADUMP” on page 27
* |“Defining a dump directory for large stand-alone and SVC dumps” on page 22]

» |"Preparing the dump for further processing with IPCS COPYDUMP” on page 27
* [“Compressing data for faster transmission and analysis” on page 28|

* |“Transmitting dump data to IBM” on page 29|

* [“Setting up remote access” on page 29|

+ |“Testing your stand-alone dump operations” on page 29|

+ |“Automating the SADMP process” on page 30, which includes [“Sample JCL foq
post-processing” on page 30|

[“IBM System Test example” on page 31|

This information replaces existing stand-alone dump best practices information
previously documented in:

* “z/0OS Best Practices: Large stand-alone dump handling,” found by searching for
TD103286 at Techdocs [www.ibm.com /support/techdocs/atsmastr.nsf/ Web /|

* “Every picture tells a story: Best practices for stand-alone dump, ” published in
the February 2007 issue of the [z/OS Hot Topics Newsletter} You can access current
issues of z/0S Hot Topics Newsletter at fwww.ibm.com/servers/eserver/|
[zseries/zos /bkserv /hot_topics.html}

Using AutolPL for stand-alone dumps

You can enable z/OS to automatically trigger a stand alone dump using the
automatic IPL (AutoIPL) function. AutoIPL is an automated function, defined in
the DIAGxx parmlib member, that the system checks at wait state time. AutoIPL
can re-IPL z/OS, or take a SADMP, or take a SADMP and have SADMP re-IPL
z/0OS when it finishes.

For details including the hard-coded table of wait state and reason codes, the wait

state action table (WSAT), which triggers AutoIPL, see:

* The topic about|Using the automatic IPL function|in [z/0S MVS Planning|
|OEemti0n§l

* The setting for AutoIPL in the topic about the [DIAGxx parmlib member] in /09
[MVS Initialization and Tuning Reference,
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Planning a multivolume stand-alone dump data set

26

Plan a multivolume stand-alone dump data set that places each volume on a
separate DASD volume on a separate control unit. You can achieve the best dump
performance when the dump is taken to a multivolume DASD stand-alone dump
data set. Stand-alone dump exploits multiple, independent volume paths to
accelerate data recording. The dump data set is actually spread across all of the
specified volumes, not each volume in succession. They should not be treated as

multiple single data sets. See the topic on [“Creating the multivolume SADUMP’]
‘

One of the key performance elements of stand-alone dump is the rate at which
data writes to DASD. Modern DASD uses cache in the control unit to improve the
performance of write operations. The placement of the multivolume stand-alone
dump data set across logical subsystems (LSS) needs to avoid filling the bus or
cache within the DASD with the data to be written. When the bus or cache is full
of data to be written, the speed of the DASD is reduced to the (slower) speed at
which the data can be written to the physical media.

There are significant performance improvements when writing the data to a
multivolume stand-alone dump data set, or to specific types of DASD. For more
information, review the IBM performance analysis reports flash10143:
www.ibm.com /support/docview.wss?uid=tss1flash10143|

When defining your placement of a multivolume stand-alone dump data set, use
the following guidelines:

1. Configure each volume on a separate logical subsystem (LSS) to ensure
maximum parallel operation. You can achieve the best performance of
stand-alone dump when the multivolume data sets have the most separation.
That is, separate physical control units and separate channel paths.

2. Configure, if possible, the control units to minimize the occurrence of other
activity at the time of the stand-alone dump. For example, DB2® database
recovery writing to a local database volume on the same control unit as the
stand-alone dump volume can result in slower dump speed and might affect
the elapsed time needed to restart an alternative DB2 on an LPAR that is still
running.

3. Use FICON-attached DASD volumes, when possible, to yield the best data
rates. FICON® channels can deliver much better performance than ESCON
channels. However, with sufficient infrastructure and I/0O tuning, an ESCON
configuration can still deliver high performance.

4. Dedicate more DASD volumes to SADUMP, up to the maximum of 32 volumes,
for better overall performance. IPCS offers a SADMP Dump Data Set Utility,
available from the IPCS Utility menu. From the data set utility panel, you can
specify whether to define, clear, or reallocate your stand-alone dump data set,
specify its name and the volume serial numbers for the SADMP “stripes”. This
panel will then start the SADMP allocation program to define the data set that
you requested. The volume names, device type, and allocated space are also
confirmed. While it is not recommended by IBM, stand-alone dump can also be
written to a fast tape subsystem. When directing the SADUMP to a tape drive,
the dump only uses a single device and does not prompt for another device, so
you cannot switch back to using a DASD device for that stand-alone dump.
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Creating the multivolume SADUMP

Use the AMDSADDD utility to define a stand-alone dump data set. Specify a
volume list (VOLLIST) in AMDSADDD to designate a list of VOLSERs
corresponding to each DASD volume making up the data set. You can allocate a
multivolume data set using the specified list of volumes. The device number of the
first volume is used to specify the data set to stand-alone dump. Again, each
volume should be on a different LSS to ensure parallelism when writing the dump.
For a sample job that uses AMDSADDD to generate the SADMP data set, see
System Test example” on page 31]Be sure to catalog your SADMP data set to
prevent the possibility of accessing the wrong version of the data set when using
IPCS COPYDUMP later.

For additional details, see the topic on [Using the AMDSADDD utility| in z/OS MVS|
IDiagnosis: Tools and Service Aids|

Defining a dump directory for large stand-alone and SVC dumps

Choosing the right attributes is the key to facilitating post-processing of large
stand-alone dumps and large SVC dumps. IPCS is used to consolidate and extract
ASIDs from the dump, format, and analyze the dump. IPCS uses a dump directory
to maintain information about the layout and content of the dump. The dump
directory is a VSAM data set that you can tune for optimal performance.

You can improve IPCS performance by reducing the number of control interval
(CI) splits during initialization and analysis of dumps. To do this, specify the
RECORDSIZE parameter in BLSCDDIR (shipped in SYS1.SBLSCLIO). The
RECORDSIZE parameter in BLSCDDIR is ‘RECORDSIZE (2560 3072)" and yields
well performing CISIZEs for the data portion of the data set. To allow IPCS to be
more efficient in its processing, it is recommended that you delete old dump
references from the directory periodically (especially stand-alone dumps).

Note:
1. When IBM System Test uses BLSCDDIR, they specify a CI size of 24,576 and a
BUFSPACE of X'100000'".

2. You can tune the RECORDSIZE parameter by observing the number of CI splits
using standard VSAM data set analysis techniques, such as the LISTCAT
command.

Preparing the dump for further processing with IPCS COPYDUMP

Before you begin: If you are using IPCS on z/OS V1R7, apply PTF UA26080 to fix
a problem that causes long IPCS initialization time.

After a stand-alone dump is taken to a multivolume data set, it needs to be
post-processed before IPCS or other tools can view it. The IPCS COPYDUMP
utility reads and processes the multivolume stand-alone dump faster than
IEBGENER, and produces a merged dump ordered by ASID. The COPYDUMP
utility processes the dump volumes in parallel, allowing the original dump to be
read faster. Using COPYDUMP also helps IBM process the dump more quickly
because it eliminates the need to reprocess the dump at IBM. Here is how it works:

1. Use IPCS COPYDUMP to produce a merged dump data set from the
multivolume stand-alone dump, and a subset of the original stand-alone dump
(ASIDs 1-20). [“Sample JCL for post-processing” on page 30| contains a sample
batch job.
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2. Ensure that the output data set specified to COPYDUMP is DFSMS-striped
with at least eight stripes.

3. Catalog the output dump data set to allow IPCS to access it properly.

4. Send the subset dump to IBM using a program like [“Sending problem|
[documentation to IBM” on page 22 This is a smaller data set, which takes less
time to send through the FTP program to IBM.

5. Keep the merged dump for later use by IBM Support, if necessary.

You can run COPYDUMP to produce a merged version of the entire multivolume
stand-alone dump, or to extract a subset of the address spaces contained in the
original dump and written to the merged output data set. IBM recommends that
you use two COPYDUMP jobs in parallel to produce a full merged dump and a
subset merged dump. The subset dump will contain ASIDs 1-20 with the primary
system components of the operating system.

IPCS performance is improved when the dump being processed (the COPYDUMP
output) is DFSMS-striped. Placing the dump into a data set with at least eight
stripes has shown marked improvement in IPCS response (when IBM is analyzing
the problem).

A subset of ASIDs can be extracted from the full stand-alone dump into a separate
data set and sent to IBM using COPYDUMP. This has been shown to reduce the
data transferred by roughly 30% to 40% compared to transmitting a full
stand-alone dump. Use the EASYCOPY parameter on COPYDUMP to
automatically create a JOBLIST entry with a predefined list of system address
space names. The JOBLIST includes the following job names: ALLOCAS,
ANTAS000, ANTMAIN, CATALOG, CONSOLE, DEVMAN, DUMPSRY,
IEFSCHAS, IOSAS, IXGLOGR, JESXCEF, JES2, JES3, and OMVS.

The syntax of the IPCS COPYDUMP command is:

COPYDUMP 0DS('OUTPUT DATASET NAME')
EASYCOPY
IDS('INPUT DATASET NAME') NOCONFIRM

Again, ensure that the specified output data set name supports DFSMS striping.

Compressing data for faster transmission and analysis
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Compress dumps before sending the data to IBM using FTP. Beginning in z/OS
V1R13, you can use the z/OS Problem Documentation Upload Utility (PDUU) to
compress and send the dump to IBM. PDUU also offers encryption. In z/OS VIR9
through z/OS V1R12 or when sending documentation to independent software
vendors, use AMATERSE. Otherwise, use TRSMAIN. For AMATERSE and
TRSMAIN, you might need to encrypt the resulting data set, so that the data is
secure when it arrives at one of the IBM Support staging points (TESTCASE or
ECUREP).

* For PDUU, see the topic about [z/OS Problem Documentation Upload Utility]in
[z/0S MVS Diagnosis: Tools and Service Aids|

* For AMATERSE, see the topic about|/AMATERSE|in [z/OS MVS Diagnosis: Toolq
land Service Aids|

* For early releases, download TRSMAIN from the IBM support Web site:
— |https:/ /service.software.ibm.com /390 /support.
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* If you require that the data be encrypted prior to sending it to IBM, place the
necessary decryption information in the PMR for IBM Support to use. For more
information on using IBM Encryption Facility for z/OS, see:

- [www.ibm.com/de/support/ecurep/mvs_encryption.html|

Transmitting dump data to IBM

The z/OS Problem Documentation Upload Utility (PDUU) is the primary utility
for sending large volumes of documentation, such as stand-alone dumps, to the
IBM FTP site. The encryption capability ensures that the transfer occurs in a secure
manner. For complete details, see the topic about [Problem Documentation Upload|
[Utility| in [z/OS MVS Diagnosis: Tools and Service Aids)|

Setting up remote access

Set up remote access through Remote Screen Viewing Support Facility (RSVSF) or
Assist On-Site (AOS) to allow IBM to remotely view your dump in time-critical
situations. Remote access products allow you to permit IBM Support personnel to
immediately log into an IPCS session and view available documentation with no
initial data transfer. Choices include:

+ Assist On Site (AOS) available for use worldwide at www.ibm.com /support /|

* Remote Screen Viewing Support Facility (RSVSF), contact your service
representative for details.

* OnTop available for use in Europe, Northeast Europe, and Southwest Europe,
contact your service representative for details.

This should always be the first option in a time-critical situation. Rapid viewing of
the documentation has the advantage of allowing IBM Support to itemize or
customize any additional documentation they may want to send to IBM for the
given situation. If documentation is required to be sent through FTP, the analysis
of the current documentation can continue while the requested documentation is in
transit. In many cases, sending a subset of the stand-alone dump to IBM can prove
sufficient for problem resolution as the complete stand-alone dump is not always
required for diagnosis of a given problem.

Testing your stand-alone dump operations

It is critical for your Operations staff to train and practice taking a stand-alone
dump so that they are familiar with the procedure, and to ensure that all data sets
are set up properly before you run into a critical situation. This includes the
process and set up for:

* Taking a SADUMP as part of the standard scheduled shutdown of an LPAR
* Using COPYDUMP to obtain the merged dump and the subset dump.

If the dump resides in a DASD dump data set, IBM recommends that you copy the
dump to another data set for IPCS processing and clear (re-initialize) the dump
data set using the AMDSADDD or IPCS SADMP dump data set utilities. For more
information, see the topic on “Using the AMDSADDD utility” inlfjsing the IPCSl
IDialog|[Using the IPCS Dialog|in [z/0S MVS IPCS User's Guide|

The best practice is to rehearse taking a stand-alone dump during scheduled
disaster recovery drills. You can also consider practicing when migrating to a new
z/0S release, or when moving to a new processor. If you have a test LPAR that
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you use to train your operations staff, one part of that training might be to take a
stand-alone dump following your local procedures and prepare how to react to
stand-alone dump messages.

Automating the SADMP process
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The following sample JCL can help you automate several best practices. The results
are is two “steps” that can be run as background jobs:

1. Use IPCS COPYDUMP to merge the data and produce a single data set to send
to IBM. Because the JCL requires invoking IPCS in a background TSO
environment, it is not possible to obtain condition code information from the
COPYDUMP “step” to determine whether to invoke the preparation step. That
means you must manually examine the results of the COPYDUMP step.

2. Use the “Preparation” job, which will compress the output data set produced
by COPYDUMP, encrypt the compressed version, and send the final result
through FTP to IBM using PUTDOC.

Tip: Beginning with z/OS V1R10, you can use the AutoIPL function to ensure
z/0S takes a stand-alone dump when about to load a disabled wait state. For
additional details, see the topic about [Using the automatic IPL function|in |z/OS)|
IMVS Planning: Operations)

Sample JCL for post-processing

Post-processing of a stand-alone dump needs to occur in two steps:

1. Run IPCS COPYDUMP to merge the data and produce a single data set to send
to IBM. Examine the output from the run step to ensure that the COPYDUMP
ran correctly. This JCL is identified as === IPCS COPYDUMP ====,

2. Run the following JCL, which will terse the resulting (striped) dump data set,
encrypt the tersed version, and send it through FTP to IBM using PUTDOC.
This JCL is identified as === TERSE, ENCRYPT and FTP ====.

You can tailor the following JCL to process the data sets to be transmitted to the
FTP server. Turn off the LINE NUMBERING in following job.

=== IPCS COPYDUMP ====

//IPCSCPYD JOB MSGLEVEL=(2,1),....

// CLASS=V,NOTIFY=&SYSUID.,MSGCLASS=H

//*********************************************************************

//* IN DD IS USED TO POINT TO THE SOURCE OF INPUT WHICH WOULD BE

//* THE SYS1.SADMP... DATASET

//* OUT DD IS USED TO POINT TO THE OUTPUT OF THE COPYDUMP

/1% WHERE PPPPP SHOULD BE THE NUMBER OF CYLINDERS FOR PRIMARY
/1% SSSS SHOULD BE THE NUMBER OF CYLINDERS FOR SECONDARY
/1* &DATACLAS SHOULD BE THE DATACLAS

/1% &MGMTCLAS SHOULD BE THE MGMTCLAS

/1* &STORCLAS SHOULD BE THE STORCLAS

//* IPCSDDIR DD DEFINING &SYUID..COPYDUMP.DDIR WITH NON-COMPRESS
/1% DATACLAS
//* COPYDUMP SUBCOMMAND TO REQUEST FIRST 20 ADDRESS SPACES

/1* IF JES OR CATALOG WERE NOT AMONG THE FIRST 20 ADDRESS SPACES
//* XXX AND YYY SHOULD BE USED FOR THESE TWO SUBSYSTEM ASIDS

[ [ xRk gk ok ko ko ko ko ko ko ko ko ko ko ko ko ko ok ok ok ok ko ko
//RUN EXEC PGM=IKJEFTO1,REGION=200096K,DYNAMNBR=50

//IPCSPRNT DD SYSOUT=H

//IPCSTOC DD SYSOUT=H

//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB

//SYSTSPRT DD SYSOUT=H

//IN DD DISP=SHR,DSN=SYS1.SADMP.....

//0UT DD DISP=(NEW,CATLOG),DSN=0UTPUT.DATASET.NAME
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SPACE=(CYL, (PPPPP,SSSS) ,RLSE) ,DATACLAS=&DATACLAS,
MGMTCLAS=&MGMTCLAS ,STORCLAS=&STORCLAS

//SYSTSIN DD =*

EX

'SYS1.SBLSCLIO(BLSCDDIR)"' 'DSN(&SYSUID..COPYDUMP.DDIR) +
RECORDS (90000) DATACLAS (NOCOMP) MGMTCLAS (DMGDEBUG) '

IPCS NOPARM
COPYDUMP IFILE(IN) OFILE(OUT) ASIDLIST(1:20,XXX,YYY) NOCONFIRM
END

/*

==== TERSE, ENCRYPT and FTP ====
//TRENCFTP JOB CLASS=I,......

/1l

NOTIFY=&SYSUID.

//JOBLIB DD  DISP=SHR,DSN=PDS_WITH_TERSE_ENCRYP_PGM
//TERSE EXEC PGM=TRSMAIN,PARM=PACK

//SYSPRINT DD  SYSOUT=H

//INFILE DD  DISP=SHR,DSN=SOURCE_OF DUMP

//OUTFILE DD  DISP=(NEW,CATLG),

// DSN=&SYSUID..PMR....TRSD,

// UNIT=SYSDAL,

// DATACLAS=COMPRESS,

// SPACE=(CYL, (PPPPP,SSSS) ,RLSE)

//DECRYPT EXEC PGM=FTPENCRD,PARM="'PASSCODE",COND=(0,NE)
//SYSOUT DD SYSOUT=+
//SYSPRINT DD SYSOUT=+

//FIN DD DISP=SHR,DSN=+.TERSE.OUTFILE

//FouT DD DSN=&SYSUID..PMR..... TRSENCRP,

/1l DCB= (DSORG=PS ,RECFM=FB, LRECL=1024) ,

/] DISP=(NEW,CATLG),UNIT=SYSDAL,

/] DATACLAS=COMPRESS,

/! SPACE=(CYL, (PPPPP,SSSS) ,RLSE)

//FTPSTEP EXEC PGM=FTP,REGION=5000K,

/] PARM="TESTCASE .BOULDER. IBM.COM (EXIT',COND=(00,NE)

//STEPLIB DD DISP=SHR,DSN=SYS1.TCPIP.SEZALINK
//*SYSMDUMP DD SYSOUT=*

//SYSPRINT DD SYSOUT=H

//0UTPUT DD SYSOUT=H

//INPUT DD =

ANONYMOUS

YOUR_EMAIL@

cd mvs/toibm

bin

PUT PMR...... TRSENCRP PMR....... TRS.ENCRP64
quit

/*

IBM System Test example

In a recent set of tests performed by the IBM System z® Product Evaluation Test
team, a 12-volume configuration was set up to support a stand-alone dump of a
152 GB real memory system:
« Three Enterprise Storage Server® (ESS) subsystems were used:

— ESS 2105 F20 - 2 FICON 2 GB CHP, 8 GB cache

— ESS 2105 mod. 800 - 8 FICON 2 GB CHP, 8 GB cache

- DS6000™ 1750 mod. 511 - 6 FICON 2GB CHP, 1.3 GB cache.
* Four volumes per CP were defined:

— Each volume on a unique LSS

— Each volume as 14902 cylinders

— The DSTYPE=LARGE attribute was used.

Here is an example of the AMDSADDD JCL that used the DASD configuration:
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//STEP1 EXEC PGM=IKJEFTO1

//SYSTSPRT DD SYSOUT=x

//SYSTSIN DD =

EXEC 'SYS1.SBLSCLIO(AMDSADDD)' 'DEFINE (SADO41,SAD0O42,SAD0O43,SADO44,SA+
D045, SADO46, SADO4A7 , SADO48, SADO49, SADO50, SADO51, SADO52) (PETDUMP.J8OL12. +
SADUMP.DSSO.STRIPE) 3390 14902 YES LARGE'
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Part 2. Runtime Diagnostics

Runtime Diagnostics (component name HZR) can perform many of the same tasks
you might typically perform when looking for a failure, but it can do the tasks
more quickly and without the need for a storage dump.
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Chapter 4. Runtime Diagnostics

Runtime Diagnostics is a base component (HZR) of z/OS that is designed to help
you analyze a system that has a potential problem or soft failure. Soft failures are
often difficult or impossible to detect and can slowly lead to the degradation of the
solution that is using z/0OS. To understand soft failures, see the definition in
(Chapter 7, “Predictive Failure Analysis overview and installation,” on page 65

Runtime Diagnostics does many of the same tasks you might typically do when
you are looking for a failure, such as:

* Reviewing critical messages in the log

* Examining address spaces with high processor usage
* Looking for an address space that might be in a loop
* Evaluating local lock conditions

* Analyzing various types of contention that include ENQ, GRS latch contention,
and z/0S UNIX file system latch contention
 Finding JES2 health exception events

* Finding server address space health exceptions

In many cases, when Runtime Diagnostics finds a critical message, it does more
analysis that is based on the job name or other information in the message text.
For example, if Runtime Diagnostics identifies an XCF stalled connector message, it
processes more analysis of the identified address space to help narrow down the
problem. A key feature of Runtime Diagnostics is its ability to summarize internal
processing errors and return the results to you in a message response.

Predictive Failure Analysis (PFA) can also return Runtime Diagnostics report
information when activity is absent or unusually low for:

- ["/PFA_MESSAGE_ARRIVAL_RATE” on page 130]
- ['PFA_ENQUEUE_REQUEST RATE” on page 103
- ['PFA_SMF_ARRIVAL RATE” on page 162]

For details, see ["How PFA invokes Runtime Diagnostics” on page 67|

How Runtime Diagnostics works

Important: Runtime Diagnostics is a diagnostic tool to run in your environment
when your system experiences symptoms that require its use. Run it when you
experience system degradation or if you want to check for potential problems; do
not run it when the system is operating normally. IBM Service might also request
that you run Runtime Diagnostics and report its results.

After you start Runtime Diagnostics (S HZR,SUB=MSTR), you can analyze the
home system by entering the following MODIFY (or F) command.

MODIFY HZR,ANALYZE

or
F HZR,ANALYZE
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Runtime Diagnostics searches for certain messages and message combinations in
the operations log (OPERLOG) stream and attempts to identify other system
symptoms with minimal dependencies on other system services. By default,
Runtime Diagnostics analyzes the home system.

If you want Runtime Diagnostic to analyze a different system, specify the system
name on the MODIFY command by entering the SYSNAME parameter:

F HZR,ANALYZE,SYSNAME=SYSB

For example, if you are using Runtime Diagnostics on the home system, such as
SYSA, all analysis is for the home system. If you must analyze a system other than
SYSA, such as SYSB, specify F HZR,ANALYZE,SYSNAME=SYSB. When you use this
method, Runtime Diagnostics analysis is limited to critical messages in OPERLOG
and ENQ information.

Typically when analyzing a system, Runtime Diagnostics runs for less than one
minute. It can take more time; it depends on how much data there is to analyze in
the OPERLOG.

When Runtime Diagnostics finds a problem, it displays a multi-line
write-to-operator (WTO) message that lists system error events. The message
contains a problem description and a suggested next action for your analysis.

Enabling Runtime Diagnostics
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Beginning with z/OS V1R13, Runtime Diagnostics (HZR) ships in the
SYS1.PROCLIB data set. You must start Runtime Diagnostics to run as an address
space under the master subsystem (S HZR,SUB=MSTR). After you start the Runtime
Diagnostics address space (HZR), it remains active until you decide to stop it using
the STOP command.

Requirements:

1. You must use the following instructions to run Runtime Diagnostics. For more
details, see ["How Runtime Diagnostics works” on page 35.|

2. Using OPERLOG and setting read permissions for the SYSPLEX.OPERLOG is
required for Runtime Diagnostics critical message analysis. Runtime
Diagnostics performs all other types of analysis when OPERLOG is not being
used. For details about setting up OPERLOG for your installation, see
[Chapter 6, “Using OPERLOG,” on page 59.

3. By default, the system is expecting a job name of HZR for Runtime Diagnostics.
You can change the name and specify the changed name on the RDEFINE and
START commands, but you must also explicitly define a job name of HZR on the
START command. For example, if you change the Runtime Diagnostics name
from HZR to HZR780, you must also specify the JOBNAME parameter on the
start command as follows:

S HZR780,SUB=MSTR,JOBNAME=HZR

The JOBNAME parameter assigns the name HZR to the started address space
as opposed to HZR780.

If you change the name without explicitly specifying HZR on the JOBNAME
parameter of the START command, HZR initialization fails during START
processing.
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Use the following instructions to start Runtime Diagnostics:

1. Define a user ID for the HZR started task by following the steps your
installation has in place for its security policy. For example, you might use:
ADDUSER HZR OWNER(*owner*)DFLTGRP(*df1tgrp) NOPASSWORD

2. Define a profile for HZR in the RACF® STARTED class with the user ID from
step 1. For example, you might specify:

RDEFINE STARTED HZR.HZR STDATA(USER(HZR) GROUP(*dfltgrp*) TRUSTED(YES))
SETROPTS CLASSACT (STARTED) RACLIST(STARTED)

Note: On the RDEFINE command, you must specify HZR as the job name. If
you change the name, follow the instructions in [Requirement note 3}

3. Ensure Runtime Diagnostics restarts on IPL by updating the COMMNDxx
parmlib member with the HZR procedure. Do the same any system automation
your installation uses to start and restart major system address spaces.

COM="S HZR,SUB=MSTR'
For more information about the COMMNDxx member of parmlib, see
[MVS Initialization and Tuning Referencel

4. After you start the HZR address space, enter the MODIFY command to use
Runtime Diagnostics. For example:

MODIFY HZR,ANALYZE

The system returns either message HZR0200I or HZR0201I. The output shows
SUMMARY: SUCCESS as in [Figure 2 on page 38|

HZR ships in the SYS1.PROCLIB data set with HZROUT specified as DD DUMMY.
You can modify HZR to direct HZROUT to a sequential data set. If you are using
the WTO message output (as written to the hardcopy log), a copy of the Runtime
Diagnostics message goes to DDNAME HZROUT. Specify BLKSIZE=0 for the
system or choose an optimum block size for DASD. If you set the block size to a
number other than zero, ensure that it is an even multiple of 121.

To view the HZROUT data set without stopping HZR, you must specify DISP=SHR.
For example:

LRECL=121,BLKSIZE=0,RECFM=FB,DISP=SHR

Alternatively, if you are using only the WTO message output, you can omit the
HZROUT DD from the PROC. If you decide to omit HZROUT, a message displays
a warning that DDNAME HZROUT is missing and therefore no output is written
to HZROUT.

Reports from Runtime Diagnostics

Runtime Diagnostics reports system symptoms it finds in the EVENTS: portion of
the message report.|“Runtime Diagnostics symptoms” on page 39| contains more
examples and explanations of symptoms.
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f hzr,analyze

HZRO200I RUNTIME DIAGNOSTICS RESULT 974
SUMMARY: SUCCESS

REQ: 001 TARGET SYSTEM: SY1 HOME: SY1 2010/12/21 - 11:30:57

INTERVAL: 60 MINUTES

FOUND: 05 - PRIORITIES: HIGH:05 MED:00 LOW:00
TYPES: CF:04
TYPES: HIGHCPU:01

Figure 2. Status message that reports Runtime Diagnostics success

For Runtime Diagnostics to perform message analysis, you must ensure that the
system is running OPERLOG and that read permissions are set for the
SYSPLEX.OPERLOG. (Review [“Enabling Runtime Diagnostics” on page 36| in
|“Steps for setting up OPERLOG” on page 59). If you do not connect to OPERLOG,
a system logger message and possibly a RACEF (or equivalent security product)
message displays. See the example shown in as message ICH408I and
IXG231I.

Runtime Diagnostics reports when some of its processing fails (unable to complete
processing for one or more events) as QUALIFIED SUCCESS in the SUMMARY
portion of the report. Notice, in how message HZR0200I explains what
part of the processing was unsuccessful under the field PROCESSING FAILURES.
In this case, Runtime Diagnostics did not have the proper Security Server RACF
authority to connect to OPERLOG to examine messages. Yet Runtime Diagnostics
continues its analysis for other soft failures. In this example, Runtime Diagnostics
found a HIGHCPU error even though it was unable to connect to OPERLOG.

/; HZR,ANALYZE
ICH4081 JOB(HZR) STEP(HZR) SYSPLEX.OPERLOG CL(LOGSTRM ) 312
INSUFFICIENT ACCESS AUTHORITY
ACCESS INTENT(READ) ACCESS ALLOWED(NONE)
IXG231I IXGCONN REQUEST=CONNECT TO LOG STREAM SYSPLEX.OPERLOG DID NOT
SUCCEED FOR JOB HZR. RETURN CODE: 00000008 REASON CODE: 0000080D
DIAGl: 00000008 DIAGZ: 00000000 DIAG3: 03010000 DIAG4: 00000000
HZRO200I RUNTIME DIAGNOSTICS RESULT 318
SUMMARY: QUALIFIED SUCCESS - SOME PROCESSING FAILED
REQ: 001 TARGET SYSTEM: SY1 HOME: SY1 2011/04/22 - 10:06:10
INTERVAL: 60 MINUTES
EVENTS:
FOUND: 01 - PRIORITIES: HIGH:01 MED:00 LOW:00
TYPES: HIGHCPU:01
PROCESSING FAILURES:

OPERLOG. ...IXGCONN REQ=CONNECT ERROR....... RC=00000008 RS=0000080D
EVENT 01: HIGH - HIGHCPU - SYSTEM: SY1 2011/04/22 - 10:06:11
ASID CPU RATE:98% ASID:002E  JOBNAME:IBMUSERX
STEPNAME: STEP1 PROCSTEP: JOBID:JOBO0O51 USERID:IBMUSER
JOBSTART:2011/04/22 - 09:48:49

ERROR: ADDRESS SPACE USING EXCESSIVE CPU TIME. IT MIGHT BE LOOPING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.
- v

Figure 3. Status message that reports qualified success with events

In[Figure 4 on page 39} Runtime Diagnostics was unable to connect to OPERLOG
to examine messages, yet it continues its analysis for other soft failures. The status
message shows Runtime Diagnostics Found: 00 additional errors (none).
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/HZROZOOI RUNTIME DIAGNOSTICS RESULT FRAME LAST F E  SYS=N68 A
SUMMARY: QUALIFIED SUCCESS - SOME PROCESSING FAILED

REQ: 002 TARGET SYSTEM: N68 HOME: N68 2011/04/20 - 10:15:30

INTERVAL: 60 MINUTES

EVENTS:

IZITTH (E] - PRIORITIES: HIGH:00 MED:00 LOW:00

PROCESSING FAILURES:

ENQ........ ISGECA API ERROR........ueennn.. RC=00000004 RS=00000000
PROCESSING BYPASSED:

OPERLOG. ...OPERLOG IS NOT ACTIVE.

Figure 4. Status message that reports qualified success with no events

Runtime Diagnostics symptoms

This section covers the types of problem symptoms Runtime Diagnostics can
detect.

Critical message analysis
Runtime Diagnostics reads through the last hour of OPERLOG looking for
critical messages. If any are found, Runtime Diagnostics lists the critical
message as an error event. For a subset of critical messages, Runtime
Diagnostics does additional analysis based on the message identifier and
the content of the message. If less than one hour of message content is
available in OPERLOG, message analysis is done for the messages
available. For more details, see[Figure 12 on page 45|

Address spaces with high processor usage (CPU analysis)
Runtime Diagnostics provides a point in time check of any address space
that is using more than 95% of the capacity of a single CPU. High CPU
usage might indicate that the address space is in a loop (see
. The analysis is a one second sample interval based on the
capacity of a single CPU within the LPAR. It is possible for the usage to be

reported greater than 100% if the address space has multiple TCBs and
several are each using a high percentage of the CPU capacity.
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f hzr,analyze
HZRO20OI RUNTIME DIAGNOSTICS RESULT 568
SUMMARY: SUCCESS

REQ: 003 TARGET SYSTEM: SY1 HOME: SY1 2010/12/21 - 13:45:49
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 02 - PRIORITIES: HIGH:02 MED:00 LOW:00
TYPES: HIGHCPU:01
TYPES: LOCK:01

EVENT 01: HIGH - HIGHCPU - SYSTEM: SY1 2010/12/21 - 13:45:50
ASID CPU RATE:99% ASID:002E  JOBNAME: IBMUSERX
STEPNAME: STEP1 PROCSTEP: JOBID:J0B0O0045 USERID:IBMUSER

JOBSTART:2010/12/21 - 11:22:51
ERROR: ADDRESS SPACE USING EXCESSIVE CPU TIME. IT MIGHT BE LOOPING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

EVENT 02: HIGH - LOCK - SYSTEM: SY1 2010/12/21 - 13:45:50
HIGH LOCAL LOCK SUSPENSION RATE - ASID:000A JOBNAME:WLM
STEPNAME : WLM PROCSTEP:IEFPROC  JOBID:++++++++ USERID:++++++++

JOBSTART:2010/12/21 - 11:15:08
ERROR: ADDRESS SPACE HAS HIGH LOCAL LOCK SUSPENSION RATE.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

Figure 5. Runtime Diagnostics HIGHCPU and LOCK report

More details about CPU activity are found in p/OS RMF User’s Guide}

Loop detection
Runtime Diagnostics looks through all tasks in all address spaces to
determine whether a task is looping. Runtime Diagnostics examines
various system information for indicators of consistent repetitive activity
that are typical when a task is in a loop. When both a HIGHCPU event
and a LOOP event (shown in [Figure 6 on page 41)) list the job name, the
task in the job is likely in a loop. The normal corrective action is to cancel
the job name listed.

40 z/0S Problem Management



f hzr,analyze
HZRO200I RUNTIME DIAGNOSTICS RESULT 581
SUMMARY: SUCCESS

REQ: 004 TARGET SYSTEM: SY1 HOME: SY1 2010/12/21 - 13:51:32
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 04 - PRIORITIES: HIGH:04 MED:00 LOW:00
TYPES: HIGHCPU:01
TYPES: LOOP:01 ENQ:01 LOCK:01
EVENT 01: HIGH - ENQ - SYSTEM: SY1 2010/12/21 - 13:51:32
ENQ WAITER - ASID:0038 - JOBNAME:IBMUSER2 - SYSTEM:SY1
ENQ BLOCKER - ASID:002F - JOBNAME:IBMUSER1 - SYSTEM:SY1
QNAME: TESTENQ
RNAME: TESTOFAVERYVERYVERYVERYL0000000000000000000000NGRNAME1234567. . .
ERROR: ADDRESS SPACES MIGHT BE IN ENQ CONTENTION.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE BLOCKING JOBS AND
ACTION: ASIDS.

EVENT 02: HIGH - HIGHCPU - SYSTEM: SY1 2010/12/21 - 13:51:33
ASID CPU RATE:99% ASID:002E  JOBNAME:IBMUSERX
STEPNAME: STEP1 PROCSTEP: JOBID:JOBOOO45 USERID:IBMUSER

JOBSTART:2010/12/21 - 11:22:51
ERROR: ADDRESS SPACE USING EXCESSIVE CPU TIME. IT MIGHT BE LOOPING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

EVENT 03: HIGH - LOOP - SYSTEM: SY1 2010/12/21 - 13:51:14
ASID:002E  JOBNAME:IBMUSERX  TCB:004FF1CO
STEPNAME: STEP1 PROCSTEP: JOBID:JOBO0O45 USERID:IBMUSER

JOBSTART:2010/12/21 - 11:22:51
ERROR: ADDRESS SPACE MIGHT BE IN A LOOP.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

EVENT 04: HIGH - LOCK - SYSTEM: SY1 2010/12/21 - 13:51:33
HIGH LOCAL LOCK SUSPENSION RATE - ASID:000A JOBNAME:WLM
STEPNAME : WLM PROCSTEP:IEFPROC  JOBID:++++++++ USERID:++++++++

JOBSTART:2010/12/21 - 11:15:08
ERROR: ADDRESS SPACE HAS HIGH LOCAL LOCK SUSPENSION RATE.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

Figure 6. Runtime Diagnostics LOOP and HIGHCPU report

Local lock suspension
Runtime Diagnostics provides a point in time check of local lock
suspension for all address spaces. For the local lock suspension, Runtime
Diagnostics calculates the amount of time an ASID is suspended waiting
for the local lock. When an ASID is suspended more than 50% of the time
waiting for a local lock, Runtime Diagnostics reports an event. For an
example, see [Figure 5 on page 40

ENQ contention checking
Runtime Diagnostics provides a point in time check of ENQ contention
equivalent to issuing the D GRS,AN,WAITER command. It compares the list of
job names that are waiters with a hardcoded list of IBM-supplied address
spaces to determine whether any are waiters. Address spaces on the list of
IBM-supplied address spaces must be waiting for 5 seconds before
Runtime Diagnostics considers it contention. All other address spaces must
be waiting for 5 minutes before Runtime Diagnostics considers it
contention.

If Runtime Diagnostics finds ENQ contention, it issues an error event
within message HZR02001I stating the job name of the waiter for ENQ
resource.

The list of IBM-supplied address spaces is as follows:
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Table 4. ENQ checking: IBM-supplied address spaces
IBM-supplied address spaces

* *MASTER* * ALLOCAS  ANTMAIN * ANTAS000 * BPXOINT

- CEA « CONSOLE - DEVMAIN  + DFHSM « DUMPSRV
« GRS « I0SAS - IEFSCHAF « IXGLOGR . JES2

« JES2XCF « JES2AUX - JES2MON - LLA < OMVS

« PCAUTH « RACF « RASP .« SMS « SMSPDSE
- SMSPDSE1 « SMSVSAM « TRACE « VLF - WLM

« XCFAS . ZFS

Ve
F HZR,ANALYZE

HZRO200I RUNTIME DIAGNOSTICS RESULT 989

SUMMARY: SUCCESS

REQ: 004 TARGET SYSTEM: SY1 HOME: SY1 2012/07/23 - 14:29:44
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 01 - PRIORITIES: HIGH:01 MED:00 LOW:00
TYPES: ENQ:01
EVENT 01: HIGH - ENQ - SYSTEM: SY1 2012/07/23 - 14:29:44
ENQ WAITER - ASID:0009 - JOBNAME:CONSOLE - SYSTEM:SY1
ENQ BLOCKER - ASID:000E - JOBNAME:MAINJOB - SYSTEM:SY1
QNAME: SYSZMCS
RNAME: SYSMCS#MCS
ERROR: ADDRESS SPACES MIGHT BE IN ENQ CONTENTION.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE BLOCKING JOBS AND
ACTION: ASIDS.

Figure 7. Runtime Diagnostics ENQ contention report

To resolve contention, determine if the blocking job is running properly or
if you must cancel it. The topic on Serialization summary] in z/OS MVS)
[Diagnosis: Reference| contains the ENQ names with the issuing component.

Find additional contention information in the following topics:

» To identify modules, components, and products, see the topic on
Identifying modules, components, and productd in /OS MVS Diagnosis]
Reference|

* To understand ENQ contention and additional analysis steps, see the
topic on |Contention management|in [z/OS MVS Planning: Global Resource|

|Serializatiog[

+ For System Logger, see the topic on|Associating latch contention with a
[logger TCB or WEB| in /OS MVS Diagnosis: Reference}

GRS latch contention
The following example shows the Runtime Diagnostics event record that
summarizes latch contention. When latch contention exists for any address
space for at least five minutes, a latch contention event is issued. Follow
the ACTION statement in the summary to determine the source of the
contention and further actions.

z/0OS Problem Management




Ve
HZRO200T RUNTIME DIAGNOSTICS RESULT 928
SUMMARY: SUCCESS

REQ: 002 TARGET SYSTEM: SY1 HOME: SY1 2010/12/21 - 14:32:01
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 02 - PRIORITIES: HIGH:02 MED:00 LOW:00
TYPES: LATCH:02

EVENT 01: HIGH - LATCH - SYSTEM: SY1 2010/12/21 - 14:32:01
LATCH SET NAME: SYSTEST.LATCH_TESTSET
LATCH NUMBER:3 CASID:0039 CJOBNAME:TSTLATCH

TOP WAITER - ASID:0039 - JOBNAME:TSTLATCH - TCB/WEB:004E2A70

TOP BLOCKER- ASID:0039 - JOBNAME:TSTLATCH - TCB/WEB:004FF028
ERROR: ADDRESS SPACES MIGHT BE IN LATCH CONTENTION.

ACTION: D GRS,AN,LATCH,DEP,CASID=0039,LAT=(SYSTEST.L*,3),DET

ACTION: TO ANALYZE THE LATCH DEPENDENCIES. USE YOUR SOFTWARE

ACTION: MONITORS TO INVESTIGATE BLOCKING JOBS AND ASIDS.

EVENT 02: HIGH - LATCH - SYSTEM: SY1 2010/12/21 - 14:32:01
LATCH SET NAME: SYSTEST.LATCH_TESTSET
LATCH NUMBER:3 CASID:003B CJOBNAME:TSTLATC2

TOP WAITER - ASID:003B - JOBNAME:TSTLATC2 - TCB/WEB:004E2A70

TOP BLOCKER- ASID:003B - JOBNAME:TSTLATC2 - TCB/WEB:004FF028
ERROR: ADDRESS SPACES MIGHT BE IN LATCH CONTENTION.

ACTION: D GRS,AN,LATCH,DEP,CASID=003B,LAT=(SYSTEST.L*,3),DET

ACTION: TO ANALYZE THE LATCH DEPENDENCIES. USE YOUR SOFTWARE

ACTION: MONITORS TO INVESTIGATE BLOCKING JOBS AND ASIDS.

Figure 8. HZR event for the GRS latch contention event record

z/OS UNIX latch contention
Runtime Diagnostics gathers information about z/OS UNIX file system
contention. When z/0OS UNIX latch contention or waiting threads exist for
at least five minutes in z/OS UNIX, the z/OS UNIX file system latch
contention and waiting threads record (as shown in displays at
the console.

i
F HZR,ANALYZE
HZRO200I RUNTIME DIAGNOSTICS RESULT
SUMMARY: SUCCESS

REQ: 009 TARGET SYSTEM: SY1 HOME: SY1 2010/12/21 - 14:24:29
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 01 - PRIORITIES: HIGH:01 MED:00 LOW:00

TYPES: OMVS:01
EVENT 01: HIGH - OMVS - SYSTEM: SY1 2010/12/21 - 14:24:29
ASID:000E - JOBNAME:OMVS
MOUNT LATCH WAITERS: 1
FILE SYSTEM LATCH WAITERS: O
XSYS AND OTHER THREADS WAITING FOR z/0S UNIX: 1

ERROR: z/0S UNIX MIGHT HAVE FILE SYSTEM LATCH CONTENTION.
ACTION: D OMVS,W,A TO INVESTIGATE z/0S UNIX FILE SYSTEM LATCH
ACTION: CONTENTION, ACTIVITY AND WAITING THREADS. USE YOUR SOFTWARE
ACTION: MONITORS TO INVESTIGATE BLOCKING JOBS AND ASIDS.

Figure 9. HZR event for the z/OS UNIX file system latch contention and waiting threads
record

If all the counts are zero, the record does not display. Follow the
instructions listed in the ACTION statement in the event record by issuing D
OMVS,W,A command, which returns the ASID and job names of any latch
waiters.
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For more information about diagnosing and resolving latch contention, see
the topics on [z/OS UNIX System Services|and in|z/OS MVS Diagnosis]
Reference} For zFS file system contention, see |z/OS Distributed File Service]
CFS Administration)

JES2 health exception event
Runtime Diagnostics gathers information about the JES2 subsystem. Health
events returned from the JES2 Subsystem interface (SSI) are available here.
An example of a possible event appears below:

/LZROZOOI RUNTIME DIAGNOSTICS RESULT h
SUMMARY: SUCCESS
REQ: 004 TARGET SYSTEM: SY1 HOME: SY1 2015/01/12
INTERVAL: 60 MINUTES
EVENTS:
FOUND: 01 - PRIORITIES: HIGH:01 MED:00 LOW:00
TYPES: JES2:01
EVENT 01: HIGH - JES2 - SYSTEM: SY1 2015/01/12
$HASP9158 JES2 PROCESSING STOPPED, $S NEEDED
ERROR: JES2 CANNOT PROCESS NEW WORK.
\\ACTION: $S TO ENABLE JES2 TO START PROCESSING NEW WORK. )

Figure 10. HZR event for JES2

Server address space health exceptions
Runtime Diagnostics identifies server health issues. As part of Runtime
Diagnostic's normal diagnostic reporting, it obtains the health status of all
address spaces whose health value has been set using the IWL4AHLTH API
(see |z/OS MVS Programming: Workload Management Services). Runtime
Diagnostics includes a SERVERHEALTH event in message HZR0200I
listing all address spaces whose current health value is less than 100. The
diagnostic information surfaced by RTD will assist in debugging server
issues on the local system where RTD is running. An example of a possible
event appears below:

/hZROZOGI RUNTIME DIAGNOSTICS RESULT h
SUMMARY: SUCCESS
REQ: 004 TARGET SYSTEM: SY1 HOME: SY1 2014/08/14 - 10:39:17
INTERVAL: 60 MINUTES
EVENTS:
FOUND: 01 - PRIORITIES: HIGH:01 MED:00 LOW:00
TYPES: SERVERHEALTH:01
EVENT 01: HIGH - SERVERHEALTH - SYSTEM: SY1 2014/08/14 - 10:39:18
JOB NAME: LDAP ASID: 0037 CURRENT HEALTH VALUE: 0
CURRENT LOWEST HEALTH VALUES:
SUBSYSTEM  HEALTH REPORTED
SUBSYSTEM  NAME SETTING REASON DATE AND TIME
XCF MYXCF1 80 0000000000000001 2014/08/14 10:38:29
XES MYXES5 0 000000080000000C 2014/08/14 10:37:27
ERROR: ADDRESS SPACE SERVER CURRENT HEALTH VALUE LESS THAN 100.
ERROR: THIS VALUE MAY IMPACT YOUR SYSTEM OR SYSPLEX TRANSACTION
ERROR: PROCESSING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID AND TO
ACTION: DETERMINE THE IMPACT OF THE HEALTH OF THE ADDRESS SPACE TO
ACTION: OVERALL TRANSACTION PROCESSING. Y

Figure 11. HZR event for server address spaces

The report contains the following fields:

JOB NAME
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ASID
The name and ASID of the address space with this health value less
than 100.

CURRENT HEALTH VALUE
The current health indicator for the address space.

CURRENT LOWEST HEALTH VALUES
The list of the subsystem and subsystem names reporting the health
values for the address space since the last reset occurred.

REASON
A 16-byte diagnostic reason representing the problem identified by the
reporter. This value should be included if reporting the problem to
IBM service.

Additional Runtime Diagnostics analysis

For more information about the message descriptions, see [IXC messages| in

/OS MVS System Messages, Vol 10 (IXC-IZP)

IXC101I, IXC105I, IXC418I
Runtime Diagnostics compares messages IXC105I and IXC418I to
determine whether they were issued for the same system as the
IXC101I. If so, Runtime Diagnostics lists the activity in the IXC1011I
event. For example:

e N\
HZRO200T RUNTIME DIAGNOSTICS RESULT

SUMMARY: SUCCESS

REQ: 001 TARGET SYSTEM: SY1 HOME: SY1 2009/06/09 - 10:34:28
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 02 - PRIORITIES: HIGH=02 MED=00 LOW=00
TYPES: XCF=02
EVENT 01: HIGH - XCF - SYSTEM: SY1 2009/06/09 - 10:34:10
IXC101I SYSPLEX PARTITIONING IN PROGRESS FOR SY3
ERROR: MESSAGE IXC105I WAS ALSO ISSUED FOR SAME SYSNAME
ACTION: LOOK FOR AND CORRECT ANY PROBLEMS WITH THE ETR CLOCK,
ACTION: SIGNALING PATHS, OR COUPLE DATA SET.
EVENT 02: HIGH - XCF - SYSTEM: SY1 2009/06/09 - 10:34:10
IXC1051 SYSPLEX PARTITIONING HAS COMPLETED FOR SY3
ERROR: XCF REMOVED A SYSTEM FROM THE SYSPLEX.
ACTION: LOOK FOR AND CORRECT ANY PROBLEMS WITH THE ETR CLOCK,
ACTION: SIGNALING PATHS, OR COUPLE DATA SET.

Figure 12. Runtime Diagnostics critical message analysis

IXL013I
Runtime Diagnostics compares the structure name, job name,
ASID, and connector name for multiple IXL013I messages. Runtime
Diagnostics lists only the last message that contains a match of all
four fields.

IXC4311
Runtime Diagnostics compares the stalled identifiers for multiple
IXC4311 messages. It lists the last IXC4311 message that contains
the stalled identifier and analyzes the job name to determine
whether it is the waiter for any ENQ contention. The stalled
identifiers display as ID: s#.r# in the message description. For
example,

STALLED AT sdate stime ID: s#.r#
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IXC246E
Runtime Diagnostics examines IOS messages, occurring 1 minute
before and 1 minute after the system issues IXC246E. It looks for
IOS messages that contain the same devnum (device number for the
data set). If Runtime Diagnostics finds additional IOS messages
with the same devnum, it lists the messages with the IXC246E
events.

IXC4671
Runtime Diagnostics does not list this message as an error event if
the reason is system partitioning.

IXC585E
Runtime Diagnostics compares the structure name and physical
structure version for multiple IXC585E messages. It lists only the
last message that contains a match of both fields.

Runtime Diagnostics messages

46

This section covers the following topics:

+ [“Understanding the messages Runtime Diagnostics issues”|

+ |“Test messages ignored by Runtime Diagnostics” on page 47

Runtime Diagnostics uses a set of critical z/OS system messages for its analysis.
See |[Chapter 5, “Messages that Runtime Diagnostics analyzes,” on page 51

For the complete list of messages that Runtime Diagnostics issues, see the topic on
[HZR messages| in £/OS MVS System Messages, Vol 6 (GOS-IEA)

Understanding the messages Runtime Diagnostics issues

If HZRO2011 message returns when you enter the F HZR,ANALYZE command, no error
events were found on the system for which the command was run. In the
following example, no error events were found on SY1.

HZR02011 SUCCESS. TIME (2009/06/09 - 10:25:01). NO RUNTIME DIAGNOSTICS EVENTS WERE FOUND FOR SYSTEM: SY1

In this section, the target system is a system not equal to the home system. When
Runtime Diagnostics analyzes a target system, not the home system, it can find
critical messages and perform ENQ analysis. Runtime Diagnostics cannot do any
processing that requires control block analysis. Consequently, when analyzing a
target system, Runtime Diagnostics cannot find:

* z/0OS UNIX file system latch contention
* GRS latch contention

* Loop detection

* CPU analysis

* Local lock suspension

» JES2

» Server health values less than 100.

The following Runtime Diagnostics example shows output you might receive when
analyzing a system other than the home system:
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HZRO200T RUNTIME DIAGNOSTICS RESULT 593
SUMMARY: SUCCESS - NO EVENTS FOUND

REQ: 001 TARGET SYSTEM: SYS3 HOME: SY1 2010/12/21 - 14:52:50
INTERVAL: 60 MINUTES
EVENTS:

FOUND: 00 - PRIORITIES: HIGH:00 MED:00 LOW:00
PROCESSING BYPASSED:

S0 00000000 SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
LATCHES...... SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
LPsooo00000 SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
HIGHCPU...... SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
L% 00000000 SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
SERVERHEALTH SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM
=26 60000000 SPECIFIED TARGET SYSTEM IS NOT THE HOME SYSTEM.
- /

Figure 13. Message output for target system

Test messages ignored by Runtime Diagnostics

The Geographically Dispersed Parallel Sysplex® (GDPS®) integrates Parallel Sysplex
technology and remote copy technology to enhance application availability and
improve disaster recovery. Runtime Diagnostics ignores the following messages
when GDPS issues them as test messages:

« IXC102A
» IXC1051
* IXC256A

Runtime Diagnostics DEBUG options
Purpose

Restriction: Do not enable the debug option unless under the direction of IBM
support.

If IBM Service determines they need more Runtime Diagnostics data, they might
request that you specify the debug options. The MODIFY

HZR ,ANALYZE , SYSNAME=XXXXXXX ,DEBUG= (XXXXXXX ,XXXXXXX) command initiates an
SVC dump to collect addition problem data.

Note: If the DEBUG option is requested when there is no event detected, only the
Runtime Diagnostics address space is dumped. If the DEBUG option is requested
when an event is detected, both the HZR address space and the specific address
spaces that are identified in the events are dumped. If any data spaces exist for the
address spaces dumped, they are also included in the dump.

Tip: Before using this option, ensure that the system is able to take an SVC dump.
To determine which dump options are currently in effect, use the DISPLAY DUMP
command.

Format

AODIFY HZR,ANALYZE,SYSNAME=SYSNAME] ([,DEBUG=ALL) | (LOOP|NOLOOP), (ENQ|NOENQ),
(LOCK |NOLOCK) , (HIGHCPU|NOHIGHCPU) , (MSGS|NOMSGS) , (OMVS |NOOMVS) ,
(JES2|NOJES2) , (LATCH|NOLATCH) , (SERVERHEALTH|NOSERVERHEALTH)])
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Options
SYSNAME

The target system that Runtime Diagnostics analyzes. By default, all
analysis is conducted against the home system.

Note: When the target system is not the home system, Runtime
Diagnostics processes only the following debug options:

- ALL
« ENQ

« NOENQ
« MSGS

« NOMSGS

DEBUG

z/0OS Problem Management

Indicates conditions under which Runtime Diagnostics initiates an SVC
dump of the HZR address space and the address spaces that are associated
with events displayed in message HZR0200I. Up to 15 address spaces can
be reported in the dump. The debug option controls only when the system
dump occurs; the debug option does not affect the types of analysis
performed by Runtime Diagnostics.

When entering two or more debug options, use parenthesis except with
ALL, which is mutually exclusive. For example:

F HZR,ANALYZE,DEBUG=ALL
F HZR,ANALYZE,DEBUG=(LOOP,NOENQ)

Remember: Use the debug option only when under the direction of IBM
Service.

ALL
Runtime Diagnostics initiates an SVC dump of the HZR address space
and up to 14 address spaces associated with each event that is
displayed in message HZR0200I.

Note: The keyword ALL supersedes all other keywords. For Example,
if you specify both All and MSG on the ANALYZE command, F
HZR,ANALYZE,DEBUG= (ALL,MSGS), MSGS is ignored.

Loop
Runtime Diagnostics initiates an SVC dump of the HZR address space,
along with a maximum of 14 address spaces that are associated with
each LOOP event that displays in the HZR0200I message. If any data
spaces exist for the address spaces dumped, they are also included in
the dump.

NoLoop
When no LOOP events are found during the ANALYZE request,
Runtime Diagnostics dumps the HZR address space.

ENQ
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with a maximum of 14 address spaces that are associated with
each ENQ event that displays in the HZRO200I message. If any data
spaces exist for the address spaces dumped, they are also included in
the dump.



MODIFY

NOENQ
When no ENQ events are found during the ANALYZE request,
Runtime Diagnostics dumps the HZR address space.

Lock
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with a maximum of 14 address spaces that are associated with
each LOCK event that displays in the HZRO200I message. If any data
spaces exist for the address spaces dumped, they are also included in
the dump.

NOLOCK
When no LOCK events are found during the ANALYZE request,

HIGHCPU
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with a maximum of 14 address spaces that are associated with
each HIGHCPU event that displays in the HZR0200I message. If any
data spaces exist for the address spaces dumped, they are also
included in the dump.

NOHIGHCPU
When no HIGHCPU events are found during the ANALYZE request,
Runtime Diagnostics dumps the HZR address space.

MSGS
Runtime Diagnostics dumps the HZR address space when MESSAGE
events are found during the ANALYZE request.

NOMSGS
Runtime Diagnostics dumps the HZR address space when no
MESSAGE events are found during the ANALYZE request.

oMVS
Runtime Diagnostics initiates an SVC dump of the HZR address space,
along with a maximum of 14 address spaces that are associated with
each OMVS event that displays in the HZR0200I message. If any data
spaces exist for the address spaces dumped, they are also included in
the dump.

NOOMVS
When no OMVS events are found during the ANALYZE request,
Runtime Diagnostics dumps the HZR address space.

JES2
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with an SVC dump of the JES2 address space. If any data spaces
exist for the address spaces dumped, they are also included in the
dump.

NOJES2
When no JES2 events are found, Runtime Diagnostics dumps the HZR
address space.

LATCH
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with a maximum of 14 address spaces that are associated with
each LATCH event that displays in the HZR0200I message. If any data
spaces exist for the address spaces dumped, they are also included in
the dump.
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NOLATCH
When no LATCH events are found, Runtime Diagnostics dumps the
HZR address space .

SERVERHEALTH
Runtime Diagnostics initiates an SVC dump of the HZR address space
along with a maximum of 14 address spaces (JOBNAME server
address spaces) that are associated with each SEVERHEALTH event
that displays in the HZR0200I message. If any data spaces exist for the
address spaces dumped, they are also included in the dump.

NOSERVERHEALTH
When no SERVERHEALTH events are found during the ANALYZE
request, Runtime Diagnostics dumps the HZR address space.

Examples

Example:

z/0OS Problem Management

Runtime Diagnostics shows a job consuming a high amount of CPU, but
your monitors are not showing the job that is consuming high CPU. If
instructed by IBM Service, add the following debug option to the MODIFY
command the next time Runtime Diagnostics runs:

F HZR,ANALYZE,DEBUG=HIGHCPU

If Runtime Diagnostics highlights the job with a HIGHCPU event, it
initiates an SVC dump of relevant storage areas to assist IBM Service in
diagnosing analysis processing.



Chapter 5. Messages that Runtime Diagnostics analyzes

BPX message analysis

This topic covers the messages Runtime Diagnostics uses for its analysis.

For more information on BPX messages for z/OS UNIX System Services, see /OS MVS System Messages)

[Vol 3 (ASB-BPX)\

BPXF0061 A FILE SYSTEM WITH FILESYSTYPE
type FAILED TO INITIALIZE. IT
TERMINATED DURING

INITIALIZATION

Explanation: If prompted for restart, fix the problem
and respond. If no prompt, the system will run without
the physical file system.

BPXF0201 FILE SYSTEM name MAY BE
DAMAGED. RETURN CODE =
return_code, REASON CODE =

reason_code

Explanation: Access to files within the file system
might still be possible. If an sdump was captured,
provide it to IBM support.

ROOT FILE SYSTEM name WAS NOT
MOUNTED. RETURN CODE =
return_code, REASON CODE =
reason_code

BPXF029E

Explanation: Correct the problem in bpxprmxx or the
superuser can enter correct data using TSO/E mount
with “/” as the mountpoint.

BPXF0761 FILE SYSTEM INIT DELAYED BY

ACTIVITY ON ANOTHER SYSTEM.

Explanation: See the subsequent BPXF041I message in
OPERLOG. Issue D GRS,LATCH,C on all systems to
investigate latch contention.

THE INDICATED FILE SYSTEM IS
UNUSABLE UNTIL IT IS
UNQUIESCED <name>QUIESCING
SYSTEM=<sysname> PID=<pid>
JOB=<jobname> LATCH=<latchnum>

BPXF0831

Explanation: An authorized user might be able to
unquiesce the file system from the ISPF shell. See the

message documentation in f/OS MVS System Messages)
Vol 3 (ASB-BPX)

ACCESS TO THE z/OS UNIX COUPLE
DATA SET IS NOT AVAILABLE.

BPXF215E

© Copyright IBM Corp. 2006, 2015

Explanation: Review the error codes and correct the
access problem. Issue the SETXCF couple command to
enable the couple data set.

BPXF216E  FILE SYSTEM PARTITION CLEANUP

IS DELAYED DUE TO fext

Explanation: See the subsequent BPXF0411 message in
OPERLOG. Issue D GRS,LATCH,C on all systems to
investigate latch contention.

BPXF217E  FILE SYSTEM PARTITION CLEANUP

FAILED DUE TO text

Explanation: Issue F BPXOINIT,FILESYS=D,EXCEPTION
to identify impacted file systems. Unmount and
remount if file system does not recover.

BPXI10261 THE ETCINIT JOB COULD NOT BE
STARTED. system_call RETURN CODE

return_code REASON CODE reason_code

Explanation: Creation for process failed for /etc/init
or /usr/shin/init.

Examine the return and reason codes. See the message
documentation in [z/OS MVS System Messages, Vol 3|
(ASB-BPX)

BPXI10271 THE ETCINIT JOB ENDED IN ERROR,

EXIT STATUS exit_status

Explanation: Examine the exit status code. See the

message documentation in |z/OS MVS System Messages,)
Vol 3 (ASB-BPX,

BPXI031E

BPXOINIT FAILED TO INITIALIZE.
RETURN CODE return_code REASON
CODE reason_code

Explanation: Examine the return and reason codes.
Correct the error. A re-IPL of the system is required to
start z/OS UNIX.

BPXI036E UNIX SYSTEM SERVICES ARE NOT

AVAILABLE

Explanation: Correct the conditions that caused the
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failure. A re-IPL of the system is required to start z/OS
UNIX.

BPXI043E MOUNT TABLE LIMIT HAS
REACHED [imperc% OF ITS CURRENT

CAPACITY OF limtot

Explanation: See the message documentation in
[MVS System Messages, Vol 3 (ASB-BPX)}

BPXI0601I jobname RUNNING IN ADDRESS
SPACE asid IS BLOCKING

SHUTDOWN OF OMVS

Explanation: Evaluate stopping the indicated job. The
indicated job must be stopped to allow z/OS UNIX
shutdown to complete.

BPXI0621 jobname RUNNING IN ADDRESS
SPACE asid IS PREVENTING THE
SHUTDOWN OF OMVS FROM

COMPLETING

Explanation: The indicated job is blocking z/OS UNIX
shutdown. Evaluate stopping the indicated job. The
indicated job must be stopped to allow z/OS UNIX
shutdown to complete.

[(45B-8PX)]

BPXI068I jobname RUNNING IN ADDRESS

SPACE asid IS USING text

Explanation: Evaluate stopping the indicated job. The
indicated job must be stopped to allow z/OS UNIX
shutdown to complete

BPXI076E LATCH CONTENTION EXISTS THAT
MUST BE RESOLVED PRIOR TO

SHUTDOWN

Explanation: Issue D GRS,C to determine the nature of
the contention. Evaluate canceling or forcing the
address space that is causing contention.

BPXI084E OMVS SHUTDOWN IS STALLED IN

FILE SYSTEM TERMINATION

Explanation: z/OS UNIX shutdown delayed while
terminating file systems. Get an SVC dump of z/OS
UNIX and its associated data spaces.

BPXMO0481 BPXOINIT FILESYSTEM SHUTDOWN
INCOMPLETE. notshutdown
FILESYSTEM(S) ARE STILL OWNED
BY THIS SYSTEM. mounted
FILESYSTEM(S) WERE MOUNTED

DURING THE SHUTDOWN PROCESS

Explanation: Issue D OMVS,F to identify file systems
that did not move or unmount. See the message
documentation in|z/OS MVS System Messages, Vol 3|

BPXP007E =~ STARTING PHYSICAL FILE SYSTEM

pfsname IN ADDRESS SPACE spacename

Explanation: Get an SVC dump of the indicated
address space, z/OS UNIX and its associated data
spaces. Provide the dump to IBM support.

IEA message analysis

For more information on IEA messages for the communication and console

services, see|z/OS MVS System Messages, Vol 6 (GOS-IEA),

IEA230E WTOR BUFFER SHORTAGE. 80% FULL

Explanation: Enter D R,R to display outstanding
WTOR messages. Reply to them. Enter K M,RLIM=nnnn
to increase the RLIM buffer limit.

IEA231A SEVERE WTOR BUFFER SHORTAGE.

100% FULL

Explanation: Enter D R,R to display outstanding
WTOR messages. Reply to them. Enter K M,RLIM=nnnn
to increase the RLIM buffer limit.

IEA359E BUFFER SHORTAGE FOR RETAINED

ACTION MESSAGES - 80% FULL

Explanation: Enter D R,L to display action messages,
respond to them, or delete them using K C,X,ID-ID (X
= A,E OR CE) where ID is the message numbers.
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IEA360A SEVERE BUFFER SHORTAGE FOR
RETAINED ACTION MESSAGES -

100% FULL

Explanation: Enter D R,L to display action messages,
respond to them, or delete them using K C,X,ID-ID (X
= A,E OR CE) where ID is the message numbers.

IEA404A SEVERE WTO BUFFER SHORTAGE -

100% FULL

Explanation: Enter D C,B to display WTO backlog;
enter K Q to clear message queue; enter K M,MLIM=nnnn
to increase the buffer limit for MLIM (maximum
number of WTO messages allowed in the system).

IEA405E WTO BUFFER SHORTAGE - 80% FULL

Explanation: Enter D C,B to display WTO backlog.
Enter K Q to clear message queue. Enter K M,MLIM=nnnn
to increase the buffer limit for MLIM (maximum



number of WTO messages allowed in the system).

IEA4061 WTO BUFFER SHORTAGE RELIEVED

IEA4061  IEE986E

(jobname) reason-text reason text2

Explanation: Enter D D to view allocation status. Enter
DD ADD,VOL=VOLSER to add dump resources.

IEA6111 {COMPLETE | PARTIAL} DUMP ON

dsname

Explanation: Use IPCS to diagnose the problem and
determine the action for a partial dump, see the
message documentation.

IEA793A NO SVC DUMP DATA SETS
AVAILABLE FOR DUMPID=dumpid
FOR JOB (*MASTER*). USE THE
DUMPDS COMMAND OR REPLY D

TO DELETE THE CAPTURED DUMP

Explanation: Enter DD ADD,SMS=class to add SMS
classes, enter DD ADD,VOL=VOLSER to add DASD
volumes, or reply D to delete the captured dump.

IEA7991 AUTOMATIC ALLOCATION OF SVC
DUMP DATA SET FAILED

DUMPID=dumpid REQUESTED BY JOB

IEA911E {COMPLETE | PARTIAL} DUMP ON
SYS1.DUMPnn JOB (jobname) FOR
ASIDS(id,id,...) [REMOTE DUMPS
REQUESTED | REMOTE DUMP FOR
SYSNAME: sysname] INCIDENT
TOKEN:incident-token [SDRSN =
V0000000 WWWWWWWW XXXXXXXX ZZZZZZZZ]
[reason-text] [ERRORID = SEQuyyyyyy
CPUzz ASIDasid TIMEhh.mm.ss.f]
[TSOID = tsoid] [ID =
unnuuuuuuubDUMPid=dumpid REQUESTED BY

Explanation: Use IPCS to diagnose the problem and
determine the action. For a partial dump, see the
message documentation.

IEE message analysis

For more information about IEE messages for MVS, see [z7/0S MVS System Messages)|

Vol 7 (IEB-IEE)

IEE012A NO LONGER SAVING MESSAGES

FOR HARDCOPY, LOGLIM REACHED.

Explanation: Issue V SYSLOG,HARDCPY to activate
SYSLOG. K M,LOGLIM=nnnnn to increase the LOGLIM
value.

IEE601E PROCESSOR (y) IS IN AN EXCESSIVE
DISABLED SPIN LOOP WAITING FOR
event HELD BY PROCESSOR (x). ACR
IS ALREADY ACTIVE. SPIN WILL

CONTINUE.

Explanation: Reply U, ABEND or TERM to message
IEE331A.

IEE7111 [SYSTEM UNABLE TO
DUMPI|SYSTEM DUMP NOT TAKEN.

reason]

Explanation: The system did not write the requested
SVC dump. See the message documentation in iz/OSl
IMVS System Messages, Vol 6 (GOS-IEA)}

IEE766E BUFFER SHORTAGE FOR SYSTEM

LOG - 60% FULL

Explanation: K M,LOGLIM=nnnnnn to increase the WTL
buffers.

IEE767A SEVERE BUFFER SHORTAGE FOR

SYSTEM LOG - 100% FULL

Explanation: K M,LOGLIM=nnnnnn to increase the WTL
buffers.

IEE7861 THE PAGEADD COMMAND

ENCOUNTERED A FAILURE

Explanation: Issue R nn,U to message IEE787A to
continue PAGEADD processing. Issue R nn,END to
message IEE787A to end PAGEADD processing.

IEE986E SMF HAS USED nn% OF AVAILABLE

BUFFER SPACE

Explanation: Issue D SMF to check the status of the
SMF data sets. Use the SMF dump program
(IFASMFDP) to make a data set available for use.
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IOS message analysis

For more information about IOS messages, see z/OS MVS System Messages, Vol 9|

(IGF-IWM)

1050781 I/O REQUEST HAS TIMED OUT

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM Support.

1050781 I/O REQUEST HAS TIMED OUT

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM Support.

THE INDICATED SYSTEM HOLDS
THE RESERVE ON THE DASD
DEVICE.

1054311

Explanation: Issue D GRS,DEV=dev to investigate and
resolve the contention. See the message documentation
in|z/OS MVS System Messages, Vol 9 (IGE-IWM)|

10S1078I I/0 REQUEST HAS TIMED OUT

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM support.

10510791 I/0 REQUEST HAS TIMED OUT

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM support.

IRA message analysis

For more information about IRA messages for System Resource Manager, see

IMV'S System Messages, Vol 9 (IGF-ITWM),

IRA100E SQA SHORTAGE

Explanation: Determine largest users of sqa/csa
storage. Get an SVC dump of those users for analysis.
Include SQA/CSA /RGN in the dump.

IRA101E CRITICAL SQA SHORTAGE

Explanation: Get an SVC dump of common storage to
analyze its growth and determine if SQA/CSA
allocation is adequate.

IRA1031I SQA/ESQA HAS EXPANDED INTO

CSA/ECSA BY xxxxx PAGES

Explanation: Evaluate the system requirement for sqa
storage. Increase the size of the SQA parameter in the
IEASYSXX parmlib member.

IRA200E AUXILIARY STORAGE SHORTAGE

Explanation: Issue PA PAGE=DSNAME to add
auxiliary storage. Evaluate canceling jobs indicated by
messages IRA206I and IRA210E.

CRITICAL AUXILIARY STORAGE
SHORTAGE

Explanation: Issue PA PAGE=DSNAME to add
auxiliary storage. Evaluate canceling any jobs indicated
by messages ira206i and ira210e.

IRA201E

IRA2061 unuuuuuu ASID aaaa FRAMES fffff

SLOTS ssssssssss % OF AUX nn.n
Explanation: Get an SVC dump of the indicated
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ASIDs for analysis. Evaluate canceling one or more of
the indicated ASIDs.

IRA210E uunuvuuuuu ASID aaaa SET NON
DISPATCHABLE Frames+Slots

vvvvvvvvvy RATE rrrrrr

Explanation: Issue PA PAGE=DSNAME to add
auxiliary storage. Evaluate canceling the indicated job.

IRA2111 unnvuuuuu ASID aaaa SET NON
DISPATCHABLE Frames+Slots

vvvovvvvvoy RATE rrrrrr

Explanation: Issue PA PAGE=DSNAME to add
auxiliary storage. Evaluate canceling the indicated job.

IRA2201I CRITICAL AUXILIARY SHORTAGEtext

Explanation: The fext is:

I ## ! USER I ASID ! PAGES I SLOTS !
R Fommmm Fommmm Fommm +
Vi1 ! wuuuuuuu ) aaaa V' XXXXXXXXXX )\ zzzzzzzzzz )
' ii ! wuuuuuuu ! aaaaS! xxxxxxxxxx | zzzzzzzzzz !
' 11 ! wuuuuuuu ! aaaaN! xxxxxxxxxx | zzzzzzzzzz

Issue PA PAGE=DSNAME to add auxiliary storage. Evaluate
canceling a specific consumer by replying to message
IRA221D.

IRA400E return-code, PAGEABLE STORAGE

SHORTAGE

Explanation: Evaluate canceling jobs identified by
messages IRA403E and IRA4041.



IRA401E return-code, CRITICAL PAGEABLE

STORAGE SHORTAGE

IRA401E < IXC430E

Explanation: Evaluate canceling jobs identified by
messages IRA403E and IRA4041.

IXC message analysis

For more information on IXC messages for Cross System Coupling Facility (XCF) ,

see z/OS MVS System Messages, Vol 10 (IXC-IZP)

IXC1011I SYSPLEX PARTITIONING IN
PROGRESS FOR sysname REQUESTED

BY jobname REASON: reason

Explanation: Missing response delaying the removal
of a couple data set. If the condition persists, see the

message documentation in [z/OS MVS System Messages |
|Vol 6 (GOS—IEAJ,

Explanation: See the message documentation in |z/OS|
IMVS System Messages, Vol 6 (GOS-IEA)|

IXC1051 A SYSTEM HAS BEEN REMOVED

FROM THE SYSPLEX.

Explanation: See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)}

IXC2591 I/0 ERROR ON DATA SET dsname FOR
typename, VOLSER uvolser,

modname,post-code,text

Explanation: Reply COUPLE=xx to message IXC207A.
(xx = the suffix of the COUPLExx parmlib member to
be used by XCF initialization.)

IXC244E XCF CANNOT USE {PRIMARY |
ALTERNATE} SYSPLEX COUPLE DATA
SET dsname, {ON VOLSER wvolser, |

VOLSER N/A,} text

Explanation: Check data set name and VOLSER to
ensure they are correct.

IXC246E typename COUPLE DATA SET dsname
ON VOLSER volser, DEVNdevnum, HAS
BEEN EXPERIENCING I/O DELAYS

FOR delaysec SECONDS.

Explanation: See messages I0S078I and 1051078l for
the same device number and see the message
documentation in [z/OS MVS System Messages, Vol §
(GOS-IEA)

UNABLE TO USE DATA SET dsname AS
THE {PRIMARY | ALTERNATE} FOR
typename: text [RELEVANTtypename
COUPLE DATA SET FORMAT
INFORMATIONPRIMARY FORMAT
LEVEL: fimtlevel FORMAT KEYWORDS:
fmtinfo ALTERNATE FORMAT LEVEL:
fmtlevel FORMAT KEYWORDS: fimtinfol

Explanation: See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)}

IXC2551

IXC256A REMOVAL OF

{PRIMARY | ALTERNATE} COUPLE
DATA SET dsname FOR typename
CANNOT FINISH THE

{ACTION | COMPLETE} PHASE UNTIL
THE FOLLOWING SYSTEM(S)
ACKNOWLEDGE THE REMOVAL:

syslist

IXC267E PROCESSING WITHOUT AN
ALTERNATE COUPLE DATA SET FOR
typename. ISSUE SETXCF COMMAND

TO ACTIVATE A NEW ALTERNATE.

Explanation: No alternate couple data set defined for
indicated function. Issue SETXCF
COUPLE,TYPE=typename,ACOUPLE=DSNAME to activate a
new alternate couple data set.

IXC4061 THIS SYSTEM IS CONNECTED TO
ETR NET ID=xx. THE OTHER ACTIVE
SYSTEMS IN THE SYSPLEX ARE
USING ETR NET ID=yy. EFFECTIVE
CLOCK VALUES ARE NOT

CONSISTENT.

Explanation: Correct any ETR problem and retry with
COUPLExx parmlib member or correct any improperly
defined ETR time offsets.

IXC427A SYSTEM sysname HAS NOT UPDATED
STATUS SINCE hh:mm:ss BUT IS
SENDING XCF SIGNALS. XCF
SYSPLEX FAILURE MANAGEMENT
WILL REMOVE sysname IF NO
SIGNALS ARE RECEIVED WITHIN A

interval SECOND INTERVAL

Explanation: Determine and resolve any contention
issues with the sysplex couple data set. Reply to
message IXC426D.

IXC430E SYSTEM sysname HAS STALLED XCF

GROUP MEMBERS

Explanation: Issue D XCEG to see groups with stalled
members. See the message documentation in |z/OS MV.
|System Messages, Vol 6 (GOS-IEA)
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IXC4311 text

Explanation: Issue D XCF,G,grpname,membername for
more information. For the complete message text, see
the [IXC4311 messages|in [z/OS MVS System Messages, Vol

|10 (IXC—IZP)|

IXC4321 text

Explanation: The indicated XCF group member is no
longer stalled. No action needed.

IXC440E SYSTEM hurtsys IMPACTED BY
STALLED XCF GROUP MEMBERS ON

SYSTEM stallsys

Explanation: Issue D XCF,G to see groups with stalled
members. See the message documentation in|z/OS MVS
|Sl/stem Messages, Vol 6 ( GOS-IEA)I

IXC4461 SYSTEM sysname 1S IN
MONITOR-DETECTED STOP STATUS
BUT IS SENDING XCF SIGNALS. SFM
WILL TAKE SSUM ACTION AT
actiontime IF SYSTEM REMAINS IN

THIS STATE.

Explanation: The indicated system has not updated its
system status. Investigate the XCF couple data sets for
contention or poor performance.

IXC4671 command dir pathname RSN: text

Explanation: XCF IS TRYING TO RESTORE THE
INDICATED PATH TO SERVICE. SEE THE MESSASGE
DOCUMENTATION.

Explanation: The indicated system is waiting for
system reset. See the message documentation in
[MVS System Messages, Vol 6 (GOS-IEA)}

IXC5121 POLICY CHANGE IN PROGRESS FOR
CFRM TO MAKE polname POLICY
ACTIVE. numpend POLICY CHANGE(S)

PENDING.

Explanation: Issue D XCESTR to show structures
pending actions. See the message documentation in
[z/0S MVS System Messages, Vol 6 (GOS-IEA)|

IXC5181 SYSTEM sysname NOT USING
COUPLING FACILITY
type.mfg.plant.sequence PARTITION:
partition side CPCID: cpcid NAMED

cfname REASON: fext

Explanation: The indicated coupling facility is
unusable. See the message documentation in |z/0S MVS§
|Sl/stem Messages, Vol 6 ( GOS-IEA)I
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IXC519E COUPLING FACILITY DAMAGE
RECOGNIZED FOR COUPLING
FACILITY type.mfg.plant.sequence
PARTITION: partition side CPCID: cpcid

NAMED cfname

Explanation: Run EREP to dump data from
SYS1.LOGREC and gather XCF/XES CTRACE records
and provide them to IBM support.

IXC5221 rebuildtype FOR STRUCTURE strname 1S
BEING STOPPED action DUE TO reason

[codetype stopcode]

Explanation: See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)

DUPLEXING REBUILD OF
STRUCTURE strname WAS NOT
INITIATED BY MVS. REASON: reason

IXC5381

Explanation: Duplexing rebuild start request of
structure not performed. See the message
documentation in|z/OS MVS System Messages, Vol 6|
[Gos-1EA)

IXC5521 DUPLEX REBUILD NEW STRUCTURE
strname WAS ALLOCATED IN A
COUPLING FACILITY THAT IS NOT
FAILURE ISOLATED FROM THE OLD

STRUCTURE.

Explanation: Review your coupling facility
configuration. When possible duplex failure isolation is
strongly encouraged.

IXC553E DUPLEXING REBUILD NEW
STRUCTURE strname IS NOT FAILURE
ISOLATED FROM THE DUPLEXING

REBUILD OLD STRUCTURE.

Explanation: Review your coupling facility
configuration. When possible duplex failure isolation is
strongly encouraged.

IXC5731 phase PROCESSING DURING A
SYSTEM-MANAGED process FOR
STRUCTURE strname ENCOUNTERED
AN ERROR. ERROR DATA: reason
[reldatal reldata2 reldata3 reldata4] AUTO

VERSION: procidl procid2

Explanation: Error encountered during rebuild or
duplex rebuild process. See the message documentation
in[z/OS MVS System Messages, Vol 6 (GOS-IEA)}




IXC585E STRUCTURE strname IN COUPLING
FACILITY cfname, PHYSICAL
STRUCTURE VERSION physverl
physver2, IS AT OR ABOVE
STRUCTURE FULL MONITORING
THRESHOLD OF thresh%. ENTRIES:
IN-USE: nnnnnnnn, TOTAL: pppppppp,
pct% FULL [ELEMENTS: IN-USE:
nnnnnnnn, TOTAL: pppppppp, pct%
FULL] [EMCS: IN-USE: nnnnnnnn,
TOTAL: pppppppp, pct% FULL]

Explanation: Issue D XCF,STR,STRNAME=strname to get
structure information. lincrease structure size or take
action against application.

IXC6151 GROUP grpname MEMBER membername

JOB jobname ASID asidtext

Explanation: XCF terminated the group member to
resolve critical problem. Restart the affected application,
subsystem, or system. See the message documentation
in |z/OS MVS System Messages, Vol 6 (GOS-IEA).

IXC6311 GROUP grpname MEMBER membername
JOB jobname ASID asidSTALLED,
IMPACTING SYSTEM sysname {WHICH IS IN

PARTITIONING }

Explanation: Issue D XCF,G,grpname,membername to get
more information. See the message documentation in
[z/0S MVS System Messages, Vol 6 (GOS-IEA)|

IXC633I1 text GROUP gnme MEMBER mnme JOB jnme
ASID asid{DEEMED | CONFIRMED} IMPAIRED
AT ipdate iptime ID: s#.r#LAST MSGX:
sgdate sgtime sgexit STALLED sgwork
PENDINGQLAST GRPX: grdate grtime

grexit STALLED grwork PENDINGQLAST

IXC585E « IXLO15I

STAX: stdate sttime stexit STALLED

Explanation: Indicated XCF group member is not
operating normally. See message documentation in
|z/0S MV'S System Messages, Vol 6 (GOS-IEA)}

IXC635E SYSTEM sysname HAS IMPAIRED XCF

GROUP MEMBERS

Explanation: The indicated system has impaired
group members. See the message documentation in
z/OS MVS System Messages, Vol 6 (GOS-IEA)

Y 8

IXC700E SYSPLEX COUPLE DATA SET LIMIT
REACHED, FUTURE REQUESTS MAY

BE REJECTED. text

Explanation: Issue D XCF,COUPLE to review maximum
values in the sysplex couple data set. See the message
documentation in|z/OS MVS System Messages, Vol 6|
(GOS-IEA)

IXC800I ELEMENTS FROM TERMINATED
SYSTEM sysname NOT RESTARTED.

text

Explanation: Indicated system had jobs that could not
be restarted. See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)

IXL message analysis

For more information on IXL messages for Cross System Extended Services (XES),

see [z/0S MVS System Messages, Vol 10 (IXC-IZP).

IXL010E NOTIFICATION RECEIVED FROM
COUPLING FACILITY
type.mfg.plant.sequence PARTITION:
partition side CPCID: cpcid NAMED

cfname cfservrecord

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM support.

IXL013I requesttype REQUEST FOR STRUCTURE
structure-name FAILED. JOBNAME:
jobname ASID: asid CONNECTOR
NAME: connector-name IXLCONN
RETURN CODE: return-code, REASON

CODE: reason-code errortype

CONADIAGdiagn: diagvalue

Explanation: See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)

Note: Only the last occurrence of message IXL013I is
displayed when structure name, jobname, ASID, and
connector name match.

IXLO015I strtype ALLOCATION INFORMATION
FOR STRUCTURE structure-name
CONNECTOR NAME: connector-name
CFNAME ALLOCATION
STATUS/FAILURE REASON------

cfname text [diag]
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IXLO130  IXL162E

Explanation: Connector statistical information for
indicated connector. See the message documentation in
[/0S MVS System Messages, Vol 6 (GOS-IEA)}

IXL0130 CONNECTOR STATISTICS FOR LOCK
STRUCTURE structure-name,

CONNECTOR connector-name: n

Explanation: Connector statistical information for
indicated connector. See the message documentation in
[z/0S MVS System Messages, Vol 6 (GOS-IEA)]

IXL040E CONNECTOR NAME: connector-name,
JOBNAME: jobname, ASID: asid HAS
text. process FOR STRUCTURE
structure-name CANNOT CONTINUE.
MONITORING FOR RESPONSE
STARTED: mm/dd/yyyy hh:mm:ss. DIAG:

X

Explanation: Evaluate job and gather XES CTRACE
for specific connector terminate non-responsive job. See
the message documentation in |z/OS MVS Systemn]
[Messages, Vol 6 (GOS-IEA)|

IXLO41E CONNECTOR NAME: connector-name,
JOBNAME: jobname, ASID: asid HAS
NOT RESPONDED TO THE event FOR
SUBJECT CONNECTION:
subject-connector-name. process FOR
STRUCTURE structure-name CANNOT
CONTINUE. MONITORING FOR
RESPONSE STARTED: mm/dd/yyyy
hh:ss:mm. DIAG: x

Explanation: Evaluate job and gather XES CTRACE
for specific connector; terminate non-responsive job. See
the message documentation in [z/0S MVS Syste
[Messages, Vol 6 (GOS-IEA)|

IXL0441 COUPLING FACILITY cfname HAS
EXPERIENCED IfccCount INTERFACE
CONTROL CHECKS ON CHPID chpid

DURING THE LAST interval SECONDS.

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM support.

IXL045E [REBUILD] CONNECTOR NAME:
connector-name, JOBNAME: jobname,
ASID: asid FOR STRUCTURE
structure-name MAY BE
ENCOUNTERING DELAYS DUE TO

LIMITED XES SRB SCHEDULING.

Explanation: Run EREP to dump data from
SYS1.LOGREC and gather XES CTRACE and system
log and provide it to IBM support. See the message
documentation in [z/OS MVS System Messages, Vol §
(GOS-IEA)
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IXL049E HANG RESOLUTION ACTION FOR
CONNECTOR NAME: conname TO
STRUCTURE strname, JOBNAME:

jobname, ASID: asid: actiontext

Explanation: See the message documentation in
IMVS System Messages, Vol 6 (GOS-IEA)

IXL158I PATH chpid IS NOW
NOT-OPERATIONAL TO CUID: cuid
COUPLING FACILITY
type.mfg.plant.sequence PARTITION:

partition side CPCID: cpcid

Explanation: Indicated channel not operational. See
the message documentation in|z/OS MVS Systend
[Messages, Vol 6 (GOS-IEA)}

IXL159E COUPLING SUPPORT FACILITY

HARDWARE ERROR DETECTED.

Explanation: Run EREP to dump data from
SYS1.LOGREC and provide it to IBM Support.

IXL160E CF REQUEST TIME ORDERING:
REQUIRED AND NOT-ENABLED fext

reason

Explanation: Coupling facility hardware configuration
problem. See the message documentation in g/OS MVS|
|System Messages, Vol 6 (GOS-IEA)|

IXL162E CF REQUEST TIME ORDERING:
REQUIRED AND WILL NOT BE

ENABLED text reason

Explanation: Coupling facility hardware configuration
problem. See the message documentation in g/OS MVS|
[System Messages, Vol 6 (GOS-IEA))




Chapter 6. Using OPERLOG

The operations log (OPERLOG) is a log stream that uses system logger to record
and merge communications about programs and system functions from each
system in a sysplex. Use OPERLOG as your hardcopy medium when you need a
permanent log about operating conditions and maintenance for all systems in a
sysplex.

Restriction: OPERLOG is designed to run in a Parallel Sysplex where the log
stream is shared among the systems in a CF structure. If you have a basic sysplex,
do not attempt to configure OPERLOG. Even if you set up a DASD log stream for
OPERLOG on each system, only one system can connect to its OPERLOG log
stream at any time because the name SYSPLEX.OPERLOG is hardcoded in the
Couple Data Set.

Determining hardcopy medium settings

Use the following step to determine how your installation's hardcopy medium is
set up:
* Enter the DISPLAY CONSOLES,HARDCOPY command. The output displays the
following information:
— The hardcopy medium as SYSLOG, OPERLOG, or both

— The criteria defined by your installation for selecting messages for the
hardcopy message set

— The number of messages waiting to be placed on the hardcopy medium

If you have already defined the log stream as SYSPLEX.OPERLOG in either the
data administrative utility or in the IXGINVNT macro, use the V OPERLOG,HARDCPY
to assign OPERLOG as the hardcopy medium. You can assign both OPERLOG and
SYSLOG by issuing the command separately.

To define a log stream using the system logger services, see
OPERLOG.”

Setting up OPERLOG

The following instructions for setting up OPERLOG are a summary of the details
found in “Systems Programmer's Guide to: z/OS System Logger” available from
IIBM Redbooks (http:/ /www.ibm.com/ redbooks)l For complete details about
defining the log stream, see [Preparing to use system logger applications| in [z/09|
IMVS Setting Up a Sysplex]

Steps for setting up OPERLOG

Before you begin: You must define the logger subsystem.

Perform the following steps to set up OPERLOG.

1. Define the hardcopy device as OPERLOG in the HARDCOPY statement of the
CONSOLxx parmlib member. You can change this setting using the V
OPERLOG,HARDCPY command. Specify V OPERLOG,HARDCOPY,OFF to turn off
OPERLOG.
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Setting up OPERLOG

2.

Define that the correspondent coupling facility structure in the CFRM policy.
For example,

//OPERLOG JOB CLASS=A,MSGCLASS=A
//POLICY EXEC PGM=IXCMIAPU
//SYSPRINT DD SYSOUT=A

//SYSIN DD =*

DATA TYPE(CFRM)

STRUCTURE NAME (OPERLOG)
SIZE(40448)
INITSIZE(40448)
PREFLIST(FACILO1,FACILO2)

Activate the CFRM policy using the START,POLICY,TYPE=CFRM, POLNAME=polname
command, or the COUPLExx parmlib member.

Define the log stream to the LOGR policy. The following example is for
illustrative purposes only; you must follow the recommendations in |z/OS MVSl
[Setting Up a Sysplex{ and £/OS MVS Programming: Assembler Services Guide}

//OPERLOG JOB CLASS=A,MSGCLASS=A
//POLICY EXEC PGM=IXCMIAPU
//SYSPRINT DD SYSOUT=A

//SYSIN DD *

DATA TYPE(LOGR)

DEFINE STRUCTURE NAME (OPERLOG)
LOGSNUM(1)

MAXBUFSIZE (4092)
AVGBUFSIZE (512)

DEFINE LOGSTREAM NAME (SYSPLEX.OPERLOG)
STRUCTNAME (OPERLOG)
LS_DATACLAS (LOGR4K)
HLQ(IXGLOGR)

LS_SIZE(1024)
LOWOFFLOAD(0)
HIGHOFFLOAD(80)
STG_DUPLEX (NO)
RETPD(30)
AUTODELETE (No)

Create the security definitions for RACF (or for the equivalent security
product). In the following example, the SYSPLEX.OPERLOG of the LOGSTRM
resource CLASS is given READ permission, which allows everyone to browse
the operations log and useridl has UPDATE access level, which allows useridl
to delete records from the log stream. That is, the user ID associated with the
job running the IEAMDBLG program. For example:

RDEFINE LOGSTRM SYSPLEX.OPERLOG UACC(READ)

PERMIT SYSPLEX.OPERLOG CLASS(LOGSTRM) ID(useridl) ACCESS(UPDATE)
SETROPTS CLASSACT (LOGSTRM)

Note: This example is for illustrative purposes only. Follow the guidelines for
your installation.

After you activate OPERLOG, you must manage the way in which records are
handled.

SYS1.SAMPLIB contains a sample program, IEAMDBLG, to read log blocks
from the OPERLOG log stream and convert them to SYSLOG format. The
program is an example of how to use the services of the MVS system logger to
retrieve and delete records from the OPERLOG stream. It reads the records
created in a given time span, converts them from Message Data Block (MDB)
format to hardcopy log format (HCL or JES2 SYSLOG), and writes the
SYSLOG-format records to a file. It also has an option to delete from the stream
all the records created prior to a given date. When you use the delete option, a
suggestion is to first copy the records on alternate media, and then
conditionally delete them on a separate JCL step to ensure that you have a
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copy of the data before deleting. If you do not run them on two separate
conditional steps, deletion occurs simultaneously with copy without any
guarantee that the copy process was successful.

For additional details about handling log data, see the topic on |”Managing loa
[data: How much? For how long?”|in|z/OS MVS Setting Up a Sysplex,

You know you are done when you enter the DISPLAY CONSOLES,HARDCOPY command
and see OPERLOG.
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Part 3. Predictive Failure Analysis

Soft failures are abnormal yet allowable behaviors that can slowly lead to the
degradation of the operating system. To help eliminate soft failures, use Predictive
Failure Analysis (PFA). PFA is intended to detect abnormal behavior early enough
to allow you to correct the problem before it affects your business. PFA uses
remote checks from IBM Health Checker for z/OS to collect data about your
installation, and then uses machine learning to analyze this historical data to
identify abnormal behavior. It warns you by issuing an exception message when a
system trend might cause a problem. To help you correct the problem, it identifies
a list of potential issues. PFA can invoke Runtime Diagnostics to analyze and
report insufficient metric activity for specific checks and provide the next action
that you can take to avoid a problem.
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Chapter 7. Predictive Failure Analysis overview and
installation

This chapter contains the following information:

» |“Avoiding soft failures’|

+ [“Overview of Predictive Failure Analysis”|

— |“How PFA works with a typical remote check” on page 66
- [‘How PFA interacts with IBM Health Checker for z/0S” on page 67]
— [‘How PFA invokes Runtime Diagnostics” on page 67|

- ["Migration considerations for PFA” on page 69|

— ['How PFA uses the ini file” on page 70|
+ |“Installing PFA” on page 70
- [“Installing PFA in a z/OS UNIX shared file system environment” on page 74

- [“Updating the Java path” on page 75

Avoiding soft failures

Unlike typical problems or hard failures that have a clear start and a clear cause,
soft failures are caused by abnormal, but allowable behavior. Because the cause of
the problem is dependent on a certain sequence or combination of events that are
unique and infrequent, a solution is often difficult to determine. Multiple atypical,
but legal actions performed by components on the z/OS image cause most soft
failures. By design, most components of z/OS are stateless and are therefore
unable to detect soft failures caused by atypical behavior.

A classic example is the exhaustion of common storage usage. A low priority,
authorized task obtains common storage, but obtains significantly more common
storage than usual. Then, a critical authorized system component fails while
attempting to obtain a normal amount of common storage. Although the problem
occurs in the second critical component, this second component is actually the
victim. The first component caused the problem and is considered the villain. Soft
failures usually occur in four generic areas:

¢ Exhaustion of shared resources

¢ Recurring or recursive failures often caused by damage to critical control
structures

* Serialization problems such as classic deadlocks and priority inversions

* Unexpected state transition

z/0S has developed Predictive Failure Analysis (PFA) to help eliminate these soft
failures.

Overview of Predictive Failure Analysis

Predictive Failure Analysis (PFA) is designed to predict potential problems with
your systems. PFA extends availability by going beyond failure detection to predict
problems before they occur. PFA provides this support using remote checks from
IBM Health Checker for z/OS to collect data about your installation. Using this
data, PFA constructs a model of the expected or future behavior of the z/OS
images, compares the actual behavior with the expected behavior, and if the
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behavior is abnormal, PFA issues a health check exception. PFA uses a z/OS UNIX
System Services (z/OS UNIX) file system to manage the historical and problem
data that it collects.

Here is an LPAR view of the PFA components:

PFA commands

IBM Health
Checker for z/OS PFA PFA
commands address space » modeling prediction
(JVM)
IBM Health
Checker for z/OS ’%
exception messages %
%9

Data collection

PFA

SDSF
action requests

z/OS UNIX file system
historical data

Existing IBM Health
Checker for z/OS support

PFA support

Figure 14. LPAR view of the PFA components

PFA creates report output in the following ways:

* In a z/OS UNIX file that stores the list of suspect tasks. The individual checks
contain descriptions of the directory and file names.

* In an IBM Health Checker for z/OS report that is displayed by z/OS System
Display and Search Facility (SDSF) and the message buffer.

* Your installation can also set up IBM Health Checker for z/OS to send output to
a log stream. After you set it up, you can use the HZSPRINT utility to view PFA
check output in the message buffer or in the log stream. For complete details,
see [Using the HZSPRINT utility|in [BM Health Checker for z/OS User’s Guidel

How PFA works with a typical remote check

PFA_COMMON_STORAGE_USAGE is a remote check that evaluates the common
storage use of each system. PFA, running in its own address space, periodically
collects common storage area (CSA + SQA) data from the system on which the
check is running. The check writes the CSA usage data, at intervals, to a z/OS
UNIX file. The check identifies a list of common storage users that are abnormal
and that might contribute to exhausting common storage. PFA issues an exception
message to alert you if there is a potential common storage problem and provides
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a list of suspect tasks. You can then examine the list and stop the cause of the
potential problem or move critical work off the LPAR.

How PFA interacts with IBM Health Checker for z/OS

When PFA issues an exception, the PFA check does not continue to issue
exceptions to the console until the check determines a new exception must be
issued or the exception resolves. For some checks, the new exception is always
issued after a new model occurs. For other checks, the data must change
significantly or the exception message must be different. For all checks, the check
continues to run at the defined interval making the latest exception report data
available using the CK panel in SDSF.

How PFA invokes Runtime Diagnostics

Runtime Diagnostics is an MVS utility (component HZR) that can perform some of
the same tasks you might manually perform when looking for a the cause of a

hung address space as well as other tasks. See [Chapter 4, “Runtime Diagnostics,”
for complete details about Runtime Diagnostics.

PFA can invoke Runtime Diagnostics to analyze and report insufficient metric
activity from the PFA_ENQUEUE_REQUEST_RATE check,
PFA_MESSAGE_ARRIVAL_RATE check, and PFA_SMF_ARRIVAL_RATE check.
For details and examples, see:

+ |"PFA_ENQUEUE_REQUEST_RATE” on page 103|
+ |"PFA_MESSAGE_ARRIVAL_RATE” on page 130
* ["PFA_SMF_ARRIVAL_RATE” on page 162}

Note: PFA requires the Runtime Diagnostic address space (HZR) to be active on
the system or systems running these checks for Runtime Diagnostics to detect the
insufficient metric activity.

When PFA issues a check exception because metric activity is unusually low, the
IBM Health Checker for z/OS report includes information from Runtime
Diagnostics. The Runtime Diagnostics information in the report points to the
specific job or address space and provides the next action you can take. The
additional Runtime Diagnostic output can help you quickly determine your next
course of action and possibly help you avoid additional problems.

The following is an example of the Runtime Diagnostics output that might appear

in the message arrival rate check when PFA determined the tracked jobs had a
lower than expected message arrival rate (for AIH206E):
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Persistent address spaces with Tow rates:
Predicted Message

Message Arrival Rate
Job Arrival
Name ASID Rate 1 Hour 24 Hour 7 Day
JOBS4 0027 1.17 23.88 22.82 15.82
JOBS5 002D 0.30 8.34 11.11 12.11

Runtime Diagnostics Output:
Runtime Diagnostics detected a problem in ASID: 0027

EVENT 06: HIGH - HIGHCPU - SYSTEM: SY1 2011/06/12 - 13:28:46
ASID CPU RATE: 96% ASID: 0027 JOBNAME: JOBS4

STEPNAME: STEPA PROCSTEP: STEPA JOBID: STC00042 USERID: ++++++++
JOBSTART: 2011/06/12 - 13:28:35

ERROR: ADDRESS SPACE USING EXCESSIVE CPU TIME. IT MAY BE LOOPING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.
EVENT 07: HIGH - LOOP - SYSTEM: SY1 2011/06/12 - 13:28:46

ASID: 0027 JOBNAME: JOBS4 TCB: 004E6850

STEPNAME: STEPA PROCSTEP: STEPA JOBID: STC00042 USERID: ++++++++
JOBSTART: 2011/06/12 - 13:28:35

ERROR: ADDRESS SPACE APPEARS TO BE IN A LOOP.

ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

Figure 15. Runtime Diagnostics report within the PFA message arrival rate check

The following is an example of the Runtime Diagnostics output that might appear
in the SMF arrival rate check when PFA determines the tracked jobs exception
report for jobs that had a lower than expected SMF arrival rate (for AIH208E):
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Persistent address spaces with Tow rates:

Predicted SMF

SMF Arrival Rate
Job Arrival
Name ASID Rate 1 Hour 24 Hour 7 Day
TRACKED4 0027 0.20 23.88 22.82 15.82
TRACKED5 0034 0.01 12.43 11.11 8.36

Runtime Diagnostics Output:
Runtime Diagnostics detected a problem in ASID: 0027

EVENT 06: HIGH - HIGHCPU - SYSTEM: SY1 2011/06/12 - 13:28:46
ASID CPU RATE: 96% ASID: 0027 JOBNAME: TRACKED4

STEPNAME: STEPA PROCSTEP: STEPA JOBID: STC00042 USERID: ++++++++
JOBSTART: 2011/06/12 - 13:28:35

ERROR: ADDRESS SPACE USING EXCESSIVE CPU TIME. IT MAY BE LOOPING.
ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.
EVENT 07: HIGH - LOOP - SYSTEM: SY1 2011/06/12 - 13:28:46

ASID: 0027 JOBNAME: TRACKED4 TCB: 004E6850

STEPNAME: STEPA PROCSTEP: STEPA JOBID: STCO0042 USERID: ++++++++
JOBSTART: 2011/06/12 - 13:28:35

ERROR: ADDRESS SPACE APPEARS TO BE IN A LOOP.

ACTION: USE YOUR SOFTWARE MONITORS TO INVESTIGATE THE ASID.

Figure 16. Runtime Diagnostics report within the SMF arrival rate check

Migration considerations for PFA

All Predictive Failure Analysis (PFA) migration actions are covered in z/OS
Migration. See [z/OS Migration,

This section covers the following topics:
* [“Running AIRSHREP:sh”|
* |"How PFA uses the ini file” on page 70

For complete details about installing PFA, see [‘Steps for installing PFA” on page|

For all Predictive Failure Analysis (PFA) migration actions, see:[z/OS Migration|
Running AIRSHREP.sh

Previously, AIRSHREP.sh was required for installation. Now, staring with z/OS
V2R2, AIRSHREP is not required for installation, but is provided as a tool to delete
existing data, if desired. Note that deleting the data is not necessary, because PFA
determines if the old data is usable when PFA starts.

When running the script AIRSHREP.sh from the home directory PFA is using or
when using the sample JCL for batch provided in SYS1.SAMPLIB, provide the
following parameter:

new: Use the new parameter to delete everything from previous releases.
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If you do not append the migrate or new parameter or specify the parameter
incorrectly, the script fails.

How PFA uses the ini file

2/OS Migratio

PFA processing uses the ini file from /etc/PFA. The system creates /etc/PFA during
the installation of z/OS. If PFA does not find the /etc/PFA directory because you
deleted the /etc/PFA directory created during installation, PFA will not start. You
must ensure that the /etc/PFA directory prior is in place before starting PFA. For
more information, see the topic on[Migrate /etc and /var system control files| in

If the /etc/PFA/ini file does not already exist, PFA attempts to create the
/etc/PFA/ini file from an existing check or else creates it from the
/usr/lpp/bcp/samples/PFA /ini file.

Note: When PFA starts up, it deletes the ini file from each of the existing check
directories.

How to define a PFA directory path

By default, the root directory where PFA creates the check subdirectories is the
home directory of the PFA user. If you want to use a different directory for PFA
check subdirectories, you can define your own root directory by specifying
optional parameter PFADIR= in the ini file, as shown in the following example:

PFADIR= /myPFAdirectorypath

Make sure that the PFA user has read / write authority to that directory. If the
directory does not exist or the format of the directory is not specified correctly,
PFA does not start and the system issues a message stating the reason.

If you do define your own root directory to a PFADIR= directory, PFA preserves
the EXCLUDED_JOBS and INCLUDED_JOBS for all checks.

Note: If there is an existing PFA directory and PFADIR= is specified in ini file,
then during the very first start of PFA, PFA will:

* Copy the existing PFA directory structure and /config dir files to
/mypfadirectorypath
* Delete the existing PFA directory.

If the path to the JDK for your installation is not the same as the path in the ini file
in /etc/PFA/or if you installed the PFA Java code in a location other than the
default path, you must update /etc/PFA/ini before starting PFA. For more
information, see [“Updating the Java path” on page 75/

Installing PFA

Before you begin: Before you install PFA in your environment, you must initialize

z/0S UNIX and install the following products on your system:

* IBM 31-bit SDK for z/OS Java Technology Edition, Version 7.1 or higher. For
more information about Java, see Java Standard Edition website at
[www.ibm.com /systems /z/0s/zos/tools/java /|

Restriction: PFA does not support IBM 64-bit SDK for z/OS Java Technology
Edition.
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IBM Health Checker for z/OS. You must be familiar with the set up for IBM
Health Checker for z/OS. Most of the setup for PFA involves security definitions
that are similar to the setup for any other started task and remote check. You
must ensure that both PFA and IBM Health Checker for z/OS have access to the
necessary resources including z/OS UNIX. For IBM Health Checker for z/OS
details, see[Setting up IBM Health Checker for z/OS|in [[BM Health Checker foi|
|Z/OS User’s Guide

Guidelines:
1.

2.

The exam